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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the RAN2#121 meeting, the following agreements were reached regarding the data collection solutions for AI purpose.
	Proposal 1	RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.
Proposal 2	Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.
Proposal 3	RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.
Proposal 4	Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.
Proposal 5	When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.
Proposal 6	Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.
Proposal 7	Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8	For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary.
P1-P8 are loosely endorsed with the understanding that we can also go beyond, e.g. analyse other methods.

Endorse the table as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Note: the table is attached in the Annex.
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose 


In this contribution, we will further discuss the data collection solutions for different LCM purposes.

2. Discussion
[bookmark: _Hlk118277603]2.1	Data collection requirement for different LCM purposes
RAN1 made the following conclusion on data collection at the RAN1#110b-e meeting.
	Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


As indicated by RAN1, data collection may be performed for different purposes in LCM to provide essential data for model training, model inference, model monitoring, model selection, model update, etc.
From RAN2’s perspective, different LCM purposes may have different requirements for data collection:
· Model training: model training requires large volumes of data, but no latency requirements if only offline training is supported. The data can be reported once generated or stored and exchanged between different entities on-demand or periodically.
· Model inference: the content of data for model inference may be the same as or a subset of the data for model training. The main difference may be that model inference would require lower latency for data collection.
· Model monitoring: may require low latency for data collection to deactivate/switch the model in a short time when the performance of the activated model turns unacceptable.
Proposal 1: The following requirements of different LCM purposes should be considered during the evaluation of data collection frameworks:
· Model training: large data volume (with no latency requirement for offline training) collection and exchange
· Model inference: low latency with relatively small data volume
· Model monitoring: low latency with small data volume
2.2	Data Collection for model training
Based on the previous analysis of the existing data collection frameworks, we think the existing data collection frameworks may not always fulfill the data volume requirement of model training as the max payload size per reporting is less than 9KB. In other words, if we want to use these frameworks to collect data for model training, a large number of reports will be introduced, which would have a significant impact on the existing signaling as the data are reported via CP.
In addition, model training can be deployed on different entities. However, the origination and termination of the listed data collection frameworks are different. For example, the origination and termination of MDT are OAM; LPP message is exchanged between LMF and UE, and is transparent to the RAN node. That is, if the collected data is not further transferred by the existing termination entity, the considered frameworks may not fulfill all/some deployment scenarios. For instance:
· MDT data is only available for OAM side model training. 
· L3 measurement data is only available for gNB side model training.
· LPP collected data is only available for LMF side model training
Observation 1: The existing considered data collection frameworks may not always fulfill the requirement of model training, e.g., large data volume and different deployment scenarios.
As shown in Figure 2.2-1 below, data exposure framework (EVEX) has been proposed in SA to allow UE data collection from UE application layer.
[image: cid:image004.png@01D96216.E0D5C990]
Figure 2.2-1 Data exposure framework
Data collection with EVEX works as follows:
The Application Service Provider (ASP) can:
· configure the subscription for the UE Application including the specific information to be reported, the triggering criteria and reporting configuration.
· retrieve collected data from the UE Application through a subscribe/notify or request/response mechanism.
When ASP collects data from the UE Application and sends it to DCAF, this can be called indirect data collection from UE.
And the Data Collection Application Function (DCAF) can:
· configure the subscription for the Direct Data Collection Client (DDCC) including the specific information to be reported, the triggering criteria and reporting configuration, based upon a request from an ASP.
· retrieve collected data from the DDCC through a subscribe/notify mechanism or request/response mechanism based upon a request by an ASP.
When DCAF collects data from the UE Application at DDCC, this can be called direct data collection from UE. DCAF may provide the collected data to NWDAF, and the NWDAF may further provide the collected data to other entities. 
Some key points of EVEX may be:
· EVEX is well-fitted for large data amount collection
· Data collection granularity can be per UE or per service level.
Thus, EVEX may fulfill data collection requirements for different model training purposes, including Beam Management, CSI compression, and positioning.
Observation 2: EVEX supports UE application-level data collection and delivery of the data to ASP/DCAF/NWDAF.
Therefore, we propose:
Proposal 2: RAN2 to consider EVEX as a uniform data collection solution for model training purposes.
However, the current EVEX framework only collects the data from the application layer and may not collect some modem data such as L1 measurement. EVEX can be enhanced to adapt to different data collection requirements, such as modem data. Such enhancement exercise would require, at least, SA2 involvement. Currently, SA is discussing some potential enhancements to allow EVEX to collect 5GC data, that is EVEX may collect data from UE, RAN, and CN nodes.
Therefore, we propose:
Proposal 3: If RAN2 agrees to consider EVEX data collection mechanism, LS to SA2 about the analysis and requirement of EVEX from RAN2 perspective.
2.3 Data collection for model inference/monitoring
As proposed in section 2.1, the data collection requirement of model inference and monitoring is mainly latency. Based on the previous analysis of the existing data collection frameworks, if data volume for model inference/monitoring, we think some of the existing considered data collection frameworks can support the requirement for model inference/monitoring. To be specific:
· For CSI and beam management, if gNB is responsible for model inference/ monitoring, UCI can be used for small-sized reports with extremely low latency requirements and RRC measurement reports can be reused for large-sized reports with low latency requirements. 
· For positioning, if LMF is responsible for model inference/ monitoring, the LPP message can be reused with a low latency requirement.
Therefore, we propose:
Proposal 4: As the data volume for model/monitoring may not be large, the existing data collection framework can be used for model inference and model monitoring:
· If gNB is the termination entity of data collection (for CSI and Beam management) for model inference/monitoring, the data can be collected via UCI (small report size) or L3 measurement report (large report size)
· If LMF is the termination entity of data collection (for positioning only) for model inference/monitoring, the data can be collected via LPP message
2.4 Summary
Based on the above analysis, the data collection frameworks are summarised in the following table:
Table 2.4-1 Data collection frameworks for different LCM purposes
	LCM purpose
	Data collection requirements
	Potential feasible framework
	Feasibility analysis

	Model training
	· large data volume 

	SON/MDT
	· Available for OAM side model training. 
· Limited max payload size per reporting (less than 9KB)
· Reporting via CP will have a significant impact on the existing signaling

	
	
	L3 measurements
	· Available for gNB side model training.
· Limited max payload size per reporting (less than 9KB)
· Reporting via CP will have a significant impact on the existing signaling

	
	
	LPP
	· Available for LMF side model training
· Limited max payload size per reporting (less than 9KB)
· Reporting via CP will have a significant impact on the existing signaling

	
	
	EVEX
	· May be available for model training deployed at different entities.
· No payload size limit for each report.
· No impact on the existing signaling as the data is not reported via CP

	Model inference
	· low latency
	LPP
	· Available for LMF side model inference

	
	· 
	L3 measurements
	· Available for gNB side model inference

	
	· 
	UCI
	· Available for gNB side model inference

	Model monitoring
	· low latency
	LPP
	· Available for LMF side model monitoring

	
	· 
	L3 measurements
	· Available for gNB side model monitoring

	
	· 
	UCI
	· Available for gNB side model monitoring


Proposal 5: Endorse the table on data collection framework analysis for each LCM purpose as a starting point for further discussion.
3. Conclusion
Proposal 1: The following requirements of different LCM purposes should be considered during the evaluation of data collection frameworks:
· Model training: large data volume (with no latency requirement for offline training) collection and exchange
· Model inference: low latency with relatively small data volume
· Model monitoring: low latency with small data volume

Observation 1: The existing considered data collection frameworks may not always fulfill the requirement of model training, e.g., large data volume and different deployment scenarios.
Observation 2: EVEX supports UE application-level data collection and delivery of the data to ASP/DCAF/NWDAF.
Proposal 2: RAN2 to consider EVEX as a uniform data collection solution for model training purposes.
Proposal 3: If RAN2 agrees to consider EVEX data collection mechanism, LS to SA2 about the analysis and requirement of EVEX from RAN2 perspective.
Proposal 4: As the data volume for model/monitoring may not be large, the existing data collection framework can be used for model inference and model monitoring:
· If gNB is the termination entity of data collection (for CSI and Beam management) for model inference/monitoring, the data can be collected via UCI (small report size) or L3 measurement report (large report size)
· If LMF is the termination entity of data collection (for positioning only) for model inference/monitoring, the data can be collected via LPP message
Proposal 5: Endorse the table on data collection framework analysis for each LCM purpose as a starting point for further discussion.
	LCM purpose
	Data collection requirements
	Potential feasible framework
	Feasibility analysis

	Model training
	· large data volume 

	SON/MDT
	· Available for OAM side model training. 
· Limited max payload size per reporting (less than 9KB)
· Reporting via CP will have a significant impact on the existing signaling

	
	
	L3 measurements
	· Available for gNB side model training.
· Limited max payload size per reporting (less than 9KB)
· Reporting via CP will have a significant impact on the existing signaling

	
	
	LPP
	· Available for LMF side model training
· Limited max payload size per reporting (less than 9KB)
· Reporting via CP will have a significant impact on the existing signaling

	
	
	EVEX
	· May be available for model training deployed at different entities.
· No payload size limit for each report.
· No impact on the existing signaling as the data is not reported via CP

	Model inference
	· low latency
	LPP
	· Available for LMF side model inference

	
	· 
	L3 measurements
	· Available for gNB side model inference

	
	· 
	UCI
	· Available for gNB side model inference

	Model monitoring
	· low latency
	LPP
	· Available for LMF side model monitoring

	
	· 
	L3 measurements
	· Available for gNB side model monitoring

	
	· 
	UCI
	· Available for gNB side model monitoring


4. Reference



5. Annex–analysis of the existing data collection frameworks

	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1. Procedure latency***:
0. Latency to enter CONNECTED state
0. Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency****: 
1. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1. Procedure latency:
2. Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
2. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
2. Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
2. 20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	1. Procedure latency:
2. Report interval: 
0. 4-320 slot for periodic report and semi-persistent report 
0. 0-32 slot after reception of DCI for aperiodic report 
1. Air interface signaling latency:
1. 1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1. Procedure latency:
0. Upon generation of UE's preference
1. Air interface signaling latency:
1. ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
0. Latency to enter CONNECTED state
0. Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency: 
1. ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1. Procedure latency:
0. Latency to get upper layer trigger (for UE triggered)
0. Or latency to receive NW request message (~20ms)
1. Air interface signaling latency: 
1. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message



Note:
* The payload size doesn't consider signaling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g. entering CONNECTED state, report interval)
****Air interface signaling latency is the latency to transmit one report, e.g. RRC signaling latency or PUCCH signaling latency. 
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