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1 Introduction
In RAN2#121, RAN2 made the following agreements:

Agreements on SL consistent LBT failure
1: 
Consistent LBT failure does not trigger the UE in RRC idle/inactive to enter RRC connected.

2:
Working assumption:


- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.


- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.


- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.


- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.

3:
Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.

In essence, most of the working assumptions were contingent on the granularity of the LBT failure, which was only agreed at the end of the meeting due to the reception of the RAN1 LS:
Agreements on SL LBT failure indication granularity

1: 
SL LBT failure indication granularity is per SL RB set.

This paper confirms the appropriate working assumptions given the agreement on granularity and provides further details on consistent LBT failure mechanism.

2 Discussion
2.1 Reporting and Recovery from Consistent LBT Failure

Failure recovery in NR-U consists of attempting access on a different BWP where RACH is configured.  If consistent LBT failure has been triggered on all UL BWPs with RACH configured, the UE triggers RLF or reporting of failure information to the network (depending on whether the CA or DC configuration allows the reporting of the failure information).  For consistent LBT failure on an SCell, the UE reports this to the PCell with a MAC CE. 
For SL-U, the granularity of consistent LBT indication from PHY layer is per RB set.  A similar approach to NR-U should be supported for SL-U following consistent LBT failure detected on one subset of resources.
From the point of view of reporting to the network, the Uu is assumed to be unlicensed.  Furthermore, in cases where the UE is RRC_CONNECTED, it was agreed to report consistent LBT failure to the network, and all that remains is to confirm the working assumption given that the granularity is now agreed to be the RB set.

Proposal 1:
RAN2 confirms the following working assumptions: 1) MAC CE is used to report consistent LBT failure to the gNB, 2) The MAC CE indicates the RB set where the consistent LBT failure was declared, 3) The UE triggers SL RLF for all unicast connections when the UE has triggered consistent LBT failure in all RB sets. 

Furthermore, similar to the change in the BWP performed by the UE in NR-U, a SL U can change to a different set of resources, as was agreed at RAN2#121, and this can also be confirmed based on the agreed granularity.
Proposal 2:
RAN2 confirms that upon consistent LBT failure on an RB set, the UE performs a change in RB set to an RB set in which consistent LBT failure has not been triggered. 

Following change in RB set, a mode 2 UE may have already selected resources associated with the failed RB set.  Such UE should therefore trigger resource (re)selection.
Proposal 3:
Upon change of RB set due to consistent LBT failure, a UE in mode 2 performs resource (re)selection.

In addition, since the SL UE may be able to continue operation with the peer UE on a different RB set, there may be some advantage to reporting the consistent LBT failure to other UEs as well as the network.  For example, in the case the peer UE is in mode 1, it can report the failure to the network.  On the other hand, if the peer UE is in mode 2, the UE may avoid the RB set in its own resource selection/transmission.
Reporting consistent LBT failure to each peer UE associated with different unicast links may be advantageous.  For groupcast/broadcast, this may be problematic in that it is not clear what L2 ID the UE should use to transmit such a MAC CE.  Furthermore, since broadcast transmissions may reach UEs with a larger range, the consistent LBT failure may not be applicable to all receiving UEs.  

Proposal 4:
A UE can report consistent LBT failure MAC CE to the peer UEs associated with the UE’s unicast links.  FFS on the need for such reporting for groupcast/broadcast.

Proposal 5:
A UE in mode 2 uses a received consistent LBT failure MAC CE for its own resource selection.  FFS on the details.
Proposal 6:
A UE in mode 1 informs the network of a received consistent LBT failure MAC CE.  FFS on the details.

Regarding when to cancel the consistent LBT failure, in NR-U, such cancellation is required in order to avoid continuous multiplexing of the MAC CE into the UL transmission.  In SL-U, cancellation with respect to the UL is required only when the UE reports LBT failure to the gNB in the first place and can occur immediately after the MAC CE is multiplexed into the TB.  On the other hand, if the UE is transmitting the MAC CE on SL to a peer UE, it should cancel only after it succeeds LBT and transmits MAC CE to each of the peer UEs.
Proposal 7:
Cancellation of consistent LBT failure for the purposes of transmitting MAC CE to the gNB occurs when the UE successfully transmits the consistent LBT failure MAC CE into an UL grant.

Proposal 8:
Cancellation of consistent LBT failure for the purposes of transmitting MAC CE to peer UEs occurs when the UE successfully transmits the consistent LBT failure MAC CE to each peer UE.
2.2 Configuration of Parameters for Consistent LBT Failure

Consistent LBT failure detection procedure on sidelink will use the NR-U procedure as a baseline.  Namely, a SL specific LBT failure detection timer and a SL specific maximum LBT failure instance count threshold can be configured to the UE.  Effectively, the MAC layer counts the number of LBT failures within a period of time (defined by the failure detection timer) and when the number of LBT failures reaches the maximum count threshold, consistent LBT failure is declared.

In NR-U, the network configures these parameters to the UE by taking into account the UL resources that it uses to schedule the UE.  Specifically, the number of attempts that warrant a failure, and over how long these attempts are distributed may depend on how may resources the network can allocate to a specific UE. 

Observation 1:
In NR-U, the network can configure the consistent LBT failure parameters based on the resources it has available for UL transmissions by the UE. 

In sidelink, resource availability may depend on several factors, including the resource pool configuration.  Specifically, the parameters used to declare consistent LBT failure may need to be different depending on whether the resource pool is sparse or dense in time and/or frequency.  This may in turn affect the timer and threshold used to declare consistent LBT failure on that resource pool.  

Proposal 9:
A SL UE can be (pre)configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) per resource pool.

In NR-U, the network can also control how aggressive the declaration of consistent LBT failure should be for a specific UE, and configure the parameters based on the periodicity of UL resources.  This should depend on the traffic type or QoS associated with the UE’s transmissions.  Specifically, a UE with less stringent QoS requirements may be able to afford attempting channel access for longer before taking failure actions. While NR-U can handle this by proper network configuration, a SL UE in IDLE/INACTIVE or OOC may need to depend on multiple different configurations for LBT failure detection and choose the one that is most relevant to the traffic type/QoS.

Proposal 10:
A SL UE can be configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) for different traffic type/QoS.  FFS on details.

2.3 Interaction between SL-RLF and Consistent LBT Failure Detection

One issue associated with LBT failure is that it may result in pre-maturely triggering SL-RLF in some cases.  Specifically, LBT failure by a UE transmitting PSFCH may contribute to triggering HARQ-based SL-RLF, possibly in a pre-mature manner.  While the network can compensate for this by configuring a different set of SL-RLF parameters (i.e., number of consecutive HARQ DTX), it cannot predict whether significant interference is present or not, and this may therefore affect the performance of legacy SL-RLF detection.  A preferrable approach would be to try to differentiate and compensate between HARQ DTX which occur due to channel conditions, and those which occur due to LBT failure.  One simple way to do this is to have the TX UE perform measurements (e.g., LBT-like) to determine whether a HARQ DTX is related to LBT failure by the peer UE.
Proposal 11:
A TX UE uses measurements to differentiate between HARQ DTX due to channel conditions and HARQ DTX due to LBT failure to avoid pre-maturely triggering SL-RLF.  

3 Conclusion
In this contribution, the following observations were made on consistent LBT failure and recovery for SL-U:
Observation 1:
In NR-U, the network can configure the consistent LBT failure parameters based on the resources it has available for UL transmissions by the UE. 

Based on these observations, the following conclusions were made:

Proposal 1:
RAN2 confirms the following working assumptions: 1) MAC CE is used to report consistent LBT failure to the gNB, 2) The MAC CE indicates the RB set where the consistent LBT failure was declared, 3) The UE triggers SL RLF for all unicast connections when the UE has triggered consistent LBT failure in all RB sets. 

Proposal 2:
RAN2 confirms that upon consistent LBT failure on an RB set, the UE performs a change in RB set to an RB set in which consistent LBT failure has not been triggered. 

Proposal 3:
Upon change of RB set due to consistent LBT failure, a UE in mode 2 performs resource (re)selection.

Proposal 4:
A UE can report consistent LBT failure MAC CE to all peer UEs associated with the UE’s unicast links.  FFS on the need for such reporting for groupcast/broadcast.

Proposal 5:
A UE in mode 2 uses a received consistent LBT failure MAC CE for its own resource selection.  FFS on the details.

Proposal 6:
A UE in mode 1 informs the network of a received consistent LBT failure MAC CE.  FFS on the details.

Proposal 7:
Cancellation of consistent LBT failure for the purposes of transmitting MAC CE to the gNB occurs when the UE successfully transmits the consistent LBT failure MAC CE into an UL grant.

Proposal 8:
Cancellation of consistent LBT failure for the purposes of transmitting MAC CE to peer UEs occurs when the UE successfully transmits the consistent LBT failure MAC CE to each peer UE.

Proposal 9:
A SL UE can be (pre)configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) per resource pool.

Proposal 10:
A SL UE can be configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) for different traffic type/QoS.  FFS on details.

Proposal 11:
A TX UE uses measurements to differentiate between HARQ DTX due to channel conditions and HARQ DTX due to LBT failure to avoid pre-maturely triggering SL-RLF.  
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