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1. Introduction
[bookmark: Proposal_Pattern_Length]In the previous RAN2 meetings, following agreements related to PDU discard were made.
	RAN2 #121
· RAN2 thinks PSI can be useful for PDU set-based discard. RAN2 aims to introduce a mechanism to allow UE to handle discarding of packets with different PSI in case of congestion. FFS for other cases.
RAN2 #120
· For uplink, handling of discard FFS.
· RAN2 to support timer-based discarding of UL transmit side of PDCP PDU/SDUs of a PDU set. FFS how this is modelled in PDCP specification, can be discussed in WI phase.



This document discusses RAN impacts and procedures for packet discard considering RAN2 discussion so far, and agreements made in RAN2 and SA2. 
[bookmark: _Ref126879705]Discard Operation
[bookmark: _Ref131417978]Maximum Delay Constraint for PDU Discard
SA2 has defined an optional parameter of PDU Set Delay Budget (PSDB) which is an upper bound for the duration between the reception time of the first PDU and the delivery time of last PDU of a PDU Set between the UE and UPF. It is assumed that RAN can use the existing PDB parameter if PSDB is not available, however, when PSDB is available, the PSDB supersedes the PDB [4]. While the delay value between UE and UPF has been defined as PSDB, the need and definition for AN PSDB is still FFS in SA2 [4][6]. 
[bookmark: _Toc126878684][bookmark: _Toc126878722][bookmark: _Toc127198230][bookmark: _Toc127285602][bookmark: _Toc127400000][bookmark: _Toc127444997][bookmark: _Toc127464415][bookmark: _Toc127464501][bookmark: _Toc131421284][bookmark: _Toc131492620][bookmark: _Toc131603847][bookmark: _Toc131684202][bookmark: _Toc131718295][bookmark: _Toc131718469]PDU Set Delay Budget (PSDB) is defined as an optional parameter; the need and definition for AN PSDB is still FFS in SA2
A maximum delay constraint can be introduced in RAN for packet discard. This maximum delay constraint, max_delay, could be based on the PDB value or on the PSDB value if it is available. Since the gNB is aware of the PDB value, and PDU to PDU set mapping, the gNB can configure a max_delay value per PDU set (e.g delay from the arrival of the first PDU of the PDU set in the AS). This max_delay could be considered the maximum time duration before which the gNB must receive all packets in a PDU set considering all factors contributing towards end-to-end latency.  The UE can track the elapsed time duration and can discard packets if they are likely to not meet the maximum delay constraint of max_delay. 
Proposal 1. [bookmark: _Toc126878687][bookmark: _Toc127198221][bookmark: _Ref127285489][bookmark: _Toc127285607][bookmark: _Toc127400005][bookmark: _Toc127445007][bookmark: _Ref131484435][bookmark: _Toc131492627][bookmark: _Toc127461544][bookmark: _Toc127464420][bookmark: _Toc127464492][bookmark: _Toc131421290][bookmark: _Toc131422698][bookmark: _Toc131603854][bookmark: _Toc131684210][bookmark: _Toc131718305][bookmark: _Toc131718479]RAN to define maximum delay constraint applicable (or related) to all PDUs of a PDU set for discard operation in, where the value of the constraint is up to network implementation. This constraint could be considered as the maximum time duration before which the UE must send all PDUs in a PDU-set, and is configured e.g. from the arrival of the first PDU of the PDU set in the AS at the UE side. 
[bookmark: _Toc110337067][bookmark: _Toc110342143][bookmark: _Toc110363178][bookmark: _Toc110401402][bookmark: _Toc110424387][bookmark: _Toc110438145][bookmark: _Toc110503290][bookmark: _Toc110525023][bookmark: _Toc110600408][bookmark: _Toc110601593][bookmark: _Toc110867048][bookmark: _Toc114219643][bookmark: _Toc114219672][bookmark: _Toc115176934][bookmark: _Toc115302156]Impact of PSIHI for PDU Discard
In R18 XR, packet discard is performed on a PDU set basis. SA2 has introduced the QoS parameter of PDU Set Integrated Handling Indication (PSIHI) which indicates whether all PDUs belonging to a PDU set are needed for the usage of that PDU Set by the application layer in the receiver side. When the PSIHI is set for a QoS flow, as soon as one PDU of a given PDU set is known to be lost, the remaining PDUs of that PDU Set can be considered as no longer needed by the application and may be subject to discard operation [5]. Here it is for the UE to determine/consider a packet as lost/corrupted/delayed for example, based on maximum delay requirement, or after it has exhausted HARQ retransmissions etc. 
It is agreed in SA2, that in R18, a PDU Set is considered as successfully delivered only when all PDUs of a PDU Set are delivered successfully [4]. This would imply that PSIHI is always considered enabled/set for this release. PSIHI can therefore be used as a discard criterion by UE transmitter in RAN2, to trigger discard of a PDU if any other PDU of its associated PDU set is lost/corrupted/delayed.
[bookmark: _Toc131421285][bookmark: _Toc131492621][bookmark: _Toc131603848][bookmark: _Toc131684203][bookmark: _Toc131718296][bookmark: _Toc131718470]Based on SA2 conclusions that a PDU Set is considered as successfully delivered only when all PDUs of a PDU Set are delivered successfully, RAN2 can assume that PSIHI is always enabled/set for R18.
Proposal 2. [bookmark: _Toc131421291][bookmark: _Toc131422699][bookmark: _Ref131483339][bookmark: _Toc131492628][bookmark: _Toc131603855][bookmark: _Toc131684211][bookmark: _Toc131718306][bookmark: _Toc131718480]RAN2 discard operation considers the QoS flow parameter of PSIHI for integrated PDU set handling i.e., to distinguish whether or not all PDUs of the PDU set are needed for usage of that PDU set at the receiver side. However, RAN2 Rel-18 enhancements will only target the scenario when PSIHI is enabled/set (i.e., partial delivery of PDU sets is not addressed in this release). 
[bookmark: _Ref131417727]Timer based Discard Operation per PDU Set 
In XR, the decision to discard is made at a per PDU set level (i.e., discard is not enabled per PDU or across different dependent PDU sets). This is different from legacy mechanism for PDCP discard defined in TS 38.323 which uses the discardTimer defined per-PDU, such that, when the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP SDU is confirmed by PDCP status report, the transmitting PDCP entity discards the PDCP SDU along with the corresponding PDCP Data PDU. Considering PDU set level discard in XR, and using the existing PDCP discard mechanism as baseline, we consider two possible scenarios from implementation perspective. Here, it can be assumed, as in Proposal 2, that all PDUs are required to be received (i.e PSIHI is enabled). 
Scenario (1) [bookmark: _Ref131483736]All PDUs of a PDU set arrive simultaneously at the transmitter
Scenario (2) [bookmark: _Ref131483831]PDUs of a PDU set arrive sequentially at the transmitter (with some non-zero inter-arrival time between the first and last PDU of a PDU set)
[bookmark: _Toc127444998][bookmark: _Toc127444999][bookmark: _Toc127445000][bookmark: _Toc127445001][bookmark: _Toc127445002][bookmark: _Toc131492622][bookmark: _Toc127198231][bookmark: _Toc127285603][bookmark: _Toc127400001][bookmark: _Toc127445003][bookmark: _Toc127464416][bookmark: _Toc127464502][bookmark: _Toc131421286][bookmark: _Toc131603849][bookmark: _Toc131684204][bookmark: _Toc131718297][bookmark: _Toc131718471]Discard operation in XR is needed at a per PDU set level which is different from legacy PDCP discard operation which is at a per PDU level.
[bookmark: _Toc131492623][bookmark: _Toc131603850][bookmark: _Toc131684205][bookmark: _Toc131718298][bookmark: _Toc131718472]From implementation perspective for PDU-set level discard, PDUs of a PDU set may arrive at the transmitter either (i) simultaneously or, (ii) sequentially (with some non-zero inter-arrival time between the first and last PDU of a PDU set).
For Scenario (1), when all PDUs of a PDU set arrive simultaneously at the transmitter, if the legacy PDCP per-PDU discard mechanism is used, the discardTimer for all PDUs of the PDU set will start and expire simultaneously since the packet delay budget (PDB) for all PDUs of a PDU set is the same (as PDB is defined per QoS flow, and PDUs within a PDU Set will have the same QoS requirement). Alternatively, a configurable parameter of discardTimerPerSet can be introduced, to enable discard at PDU set level using this single per-PDU-set discard timer. When this timer expires, all the remaining PDUs of the PDU set that have not been delivered can be discarded. If such single discardTimerPerSet is used, the legacy discardTimer for all PDUs of the PDU set could be set to infinity (i.e., not used).
For Scenario (2), when PDUs of a PDU set arrive sequentially at the transmitter spread over time, if the legacy PDCP per-PDU discard mechanism is used, the discardTimer for each PDU of the PDU set will be started at different points in time. Using legacy PDCP discard operation with the discardTimer based on PDB of individual PDUs, expiration of discardTimer for any PDU of the PDU set would lead to discard of the complete PDU set considering PSIHI parameter value. However, the individual PDU discard timer will not be able to address the delay experienced by a PDU from the arrival of the first PDU of the PDU set and is hence not sufficient for PDU-set-based discard.  If PDU-set based discard is considered, a discardTimerPerSet can be used. This discardTimerPerSet is started with the arrival of the first PDU of the PDU set at the transmitter. In this case, the PDU Set is discarded upon expiration of discardTimerPerSet, i.e., when the transmitter determines that it cannot deliver all PDUs of that PDU Set successfully over the radio within the PDB of the End PDU of the PDU Set. 
[bookmark: _Hlk131599207]Summarizing, PDU-set discard operation for Scenario (1), when all PDUs of a PDU set arrive simultaneously at the transmitter, could be enabled using either a single timer (i.e., discardTimerPerSet), or by using multiple discard timers (i.e. discardTimer) with some limitation/dependence on other parameters e.g PSIHI. In this case, a combination of both timers could also be used (i.e., legacy discardTimer and new discardTimerPerSet where the discardTimer may be superseded by the discardTimerPerSet, or set to infinity (i.e. not used)). In this case also, we see merit in introducing a single PDU-set-based discard timer. On the other hand, for Scenario (2), when PDUs of a PDU set arrive sequentially at the transmitter spread over time, individual PDU-level legacy discard timers are insufficient for a PDU-set based discard operation since they are unable to account for the inter-arrival delay of PDUs in a PDU set. In this case, a single PDU-set-based discard timer is needed for set-based discard operation in XR traffic (i.e., legacy discardTimer and new discardTimerPerSet where the discardTimer may be superseded by the discardTimerPerSet, or set to infinity (i.e. not used)).The value of the PDU-set-based discard timer, discardTimerPerSet, could be based on the PSDB value (if available) or the maximum delay constraint in Proposal 1, and its configuration can be up to gNB network implementation.
[bookmark: _Toc131684206][bookmark: _Toc131718299][bookmark: _Toc131718473]When all PDUs of a PDU set arrive simultaneously at the transmitter, PDU-set based discard operation could be enabled using  either a single PDU-set discard timer or by using multiple PDU discard timers (considering limitation/dependence on other parameters e.g PSIHI).
[bookmark: _Toc131718300][bookmark: _Toc131718474]When PDUs of a PDU set arrive sequentially at the transmitter spread over time, a single PDU-set-based discard timer is needed for PDU-set based discard operation since legacy PDU discard timers are unable to account for the inter-arrival delay of PDUs in the PDU set.
Proposal 3. [bookmark: _Toc131492629][bookmark: _Toc131492630][bookmark: _Toc131492631][bookmark: _Toc131492632][bookmark: _Toc131492633][bookmark: _Toc127461545][bookmark: _Toc127464421][bookmark: _Toc127464493][bookmark: _Toc131421292][bookmark: _Toc131422700][bookmark: _Toc131492634][bookmark: _Toc127198222][bookmark: _Toc127285608][bookmark: _Toc127400006][bookmark: _Toc118042715][bookmark: _Toc118044163][bookmark: _Toc118408661][bookmark: _Toc118409085][bookmark: _Toc127445008][bookmark: _Toc131603856][bookmark: _Toc131684212][bookmark: _Toc131718307][bookmark: _Toc131718481]RAN2 introduces an additional PDU-set-based discard timer. gNB can configure this timer (referred e.g. as discardTimerPerSet) to enable discard at the PDU set level, i.e., to discard all PDUs of the PDU set using this single timer. 
PDU Discard Under Congestion
For the case of XR traffic, PDU sets may carry different kind of content (e.g. I/B/P frames) which can have different importance for the XR application e.g for correct decoding. SA2 has introduced the parameter of PDU Set Importance (PSI) to identify the importance of a PDU set within a QoS Flow with the understanding that RAN may use this parameter for PDU set level packet discarding when required, such as in the presence of congestion [1][2][3]. That is, under certain conditions, e.g congestion, the transmitter could discard PDU sets identified as lower priority/importance, to consequently prioritize more important PDU sets e.g corresponding to an I-frame (or discard low importance PDU sets).
[bookmark: _Toc126878681][bookmark: _Toc126878721][bookmark: _Toc127198228][bookmark: _Toc127285600][bookmark: _Toc127399998][bookmark: _Toc127444995][bookmark: _Toc127464413][bookmark: _Toc127464499][bookmark: _Toc131421288][bookmark: _Toc131492624][bookmark: _Toc131603851][bookmark: _Toc131684207][bookmark: _Toc131718301][bookmark: _Toc131718475]RAN2 may use the PDU Set Importance (PSI) parameter for PDU set level packet discarding in the presence of congestion as it was also concluded by SA2.
[bookmark: _Toc126878682][bookmark: _Toc126878683]In DL, such PDU discard can be up to gNB implementation. For UL transmission, however, if the network is under congestion and is unable to allocate sufficient resources to the UE, the UE should be able to prioritize high importance PDU sets and potentially even discard all the packets of a low-importance PDU set based on PSIHI and PSI values. The mechanism for the UE to perform such congestion-based discard can depend on how the UE becomes aware of, or is made aware of network congestion i.e. with a congestion indication and whether the UE is able to differentiate the level of congestion that network is suffering. There are two possibilities/approaches to consider here:
[bookmark: _Ref131484673]Implicit Indication of Network Congestion
Implicit indication of congestion can be based on how long the packets are buffered for in UE side. Different options could be considered on how to enable Approach (1).  
· Option A: RAN2 relies on timer-based discard mechanism to handle congestion scenarios. In this case, the UE could perform timer-based discard, on a per PDU-set basis as explained in section 2.1.3, such that if the network does not schedule resources within the maximum delay constraint (section 2.1.1), it is taken as an implicit indication of congestion, and discard operation can be performed. A drawback of this approach could be that RAN does not consider the provided PDU set importance parameter. Consequently, in congestion scenarios, the delay budget for high importance PDU sets may expire rendering them as lost, while low importance PDU sets may be transmitted instead.
· Option B: A proactive approach for discard is considered in the face of congestion. In this case, a new congestion indication timer, congestionTimer, can be introduced to track the queued delay, and low priority packets are discarded when packets are delayed more than the congestion timer.  Alternatively, we could use a buffer threshold such that low priority packets can be discarded when the buffer exceeds this threshold. A drawback of using such approach could be that low importance PDU sets may be discarded even if there is no congestion (only temporary delay or temporary buffer volume increase) which could ultimately affect, e.g. video quality, at the receiving decoder. 
Explicit Indication of Network Congestion
In this approach, UE can leverage RAN-assisted discard, such that the network can explicitly send an indication (e.g., based on level of congestion) to the UE. Upon receiving such indication from the network, the UE can perform PDU set discard of low importance PDUs. Such RAN-assisted congestion-based discard could be supported by SIB (though it may be slow for XR traffic), RRC or MAC CE. For example, the gNB can send a MAC layer indication to trigger congestion based PDU set discard when required. Such indication could also include the length of time (based on some prediction at network side) till which UE should assume network congestion to last.

 
Figure 1: Example MAC CE for congestion indication or discard trigger
Having such explicit indication from the gNB could introduce some signalling overhead, but on the other hand, it gives gNB full control on exactly when the discard of low priority packets is done.  This can prevent less-than-required discard scenarios as in Option A of Approach (1) where high importance PDU sets may lack scheduled resources under congestion scenario, and consequently be lost/discarded due to exceeded delay budget. It could also prevent more-than-required discard scenarios as in Option B of Approach (1) where low importance PDU sets may be discarded even under non-congestion scenarios given the stringent timer for low-importance PDU sets. However, we do see merit in Option B of Approach (1), of introducing either a buffer volume threshold and/or queued length timer, as a workable solution with less signalling overhead, even though they are not guaranteed indications of congestion. Such conditions could also work in conjunction with a network indication. 
[bookmark: _Toc131718302][bookmark: _Toc131718476]Both implicit notifications based on buffer size or packet delay or explicit discard notification are feasible solutions for low priority packet discard during congestion with explicit providing better network control.
Proposal 4. [bookmark: _Toc131422701][bookmark: _Toc131492635][bookmark: _Toc131603857][bookmark: _Toc131684213][bookmark: _Toc131718308][bookmark: _Toc131718482]RAN2 to introduce network assisted PDU set discard for congestion scenarios i.e., network can provide indication of congestion to assist or configure UE for triggering discard of low importance PDU sets.
Support of Discard at Lower Layers
From RAN2 perspective, data PDUs that are identified to be discarded, at the transmitter, could be in two stages of transmission. It is possible that the transmitter decides to discard certain PDUs (e.g. unnecessary PDUs when some PDUs in the PDU set are lost), or certain PDU sets (e.g. those which have low importance and are discarded in lieu of high importance PDU sets) before they are transmitted. It is also possible that the transmitter decides to discard certain PDUs after a transmission attempt has been made e.g. when discard happens due to violating maximum delay constraint, even if part of the PDU set is already transmitted. 
For high volume of XR packets to be transmitted with large number of packets possibly in the transmitter’s buffer, it could be beneficial to discard packets even if they have already been submitted to lower layers (MAC layer) for transmission. An example would be, if under congestion certain PDU sets with low PDU Set Importance are deprioritized to allow transmission of higher importance PDU sets. Then such PDU sets may be required to be discarded based on some buffer queue time or upon breeching maximum allowed latency constraint. The point to note here is that even for packets or RLC PDUs for which delivery has already been attempted by MAC, they could be discarded without attempting retransmission if e.g delay timer expires. This is different from current specification, where only those RLC PDUs/SDUs can be discarded which have not yet been submitted to the lower layers [TS 38.322]. 
[bookmark: _Toc127445005][bookmark: _Toc127464418][bookmark: _Toc127464504][bookmark: _Toc131421289][bookmark: _Toc131492625][bookmark: _Toc131603852][bookmark: _Toc131684208][bookmark: _Toc131718303][bookmark: _Toc131718477]For high volume of XR packets to be transmitted with large number of packets possibly in the transmitter’s buffer, it could be beneficial to discard packets even if they have already been submitted to lower layers (MAC layer) for transmission e.g in the case of surpassing latency constraint.
Proposal 5. [bookmark: _Toc127445009][bookmark: _Toc127461546][bookmark: _Toc127464422][bookmark: _Toc127464494][bookmark: _Ref131416465][bookmark: _Toc131421293][bookmark: _Toc131422702][bookmark: _Toc131492636][bookmark: _Toc131603858][bookmark: _Toc131684214][bookmark: _Toc131718309][bookmark: _Toc131718483]Packet discard is allowed after packets are already submitted to lower layers (MAC layer).
Impact on PDCP/RLC SNs (if any)
In the case when data PDUs are discarded before they have been transmitted to lower (MAC) layer or over the air interface, their associated L2 (PDCP/RLC) SNs could be reused for new packets. On the other hand, discarding a PDCP SDU which is already associated with a PDCP SN causes an SN gap in the transmitted PDCP Data PDUs, which increases PDCP reordering delay in the receiving PDCP entity [TS 38.323]. In legacy, it is up to UE implementation how to minimize SN gap after SDU discard. However, for the case of XR, when the decision of discard is at a PDU set level (i.e multiple PDUs in the PDU set are discarded simultaneously), it is helpful to discuss in RAN2 whether/how this potential issue of PDCP/RLC SN gaps could be addressed e.g some feedback from the transmitter to the receiver (UE to gNB for UL or gNB to UE for DL) on the gap SNs to avoid reordering delays at the receiver side.
Proposal 6. [bookmark: _Toc127445010][bookmark: _Toc127461547][bookmark: _Toc127445011][bookmark: _Toc127461548][bookmark: _Toc127445012][bookmark: _Toc127461549][bookmark: _Toc127445013][bookmark: _Toc127461550][bookmark: _Toc127445014][bookmark: _Toc127461551][bookmark: _Toc115176943][bookmark: _Toc115302159][bookmark: _Toc115350164][bookmark: _Toc115350258][bookmark: _Toc115385854][bookmark: _Toc118042718][bookmark: _Toc118044167][bookmark: _Toc118408662][bookmark: _Toc118409087][bookmark: _Toc127198224][bookmark: _Toc127285610][bookmark: _Toc127400008][bookmark: _Toc127445015][bookmark: _Toc127461552][bookmark: _Toc127464423][bookmark: _Toc127464495][bookmark: _Toc131421294][bookmark: _Toc131422703][bookmark: _Toc131492637][bookmark: _Toc131603859][bookmark: _Toc131684215][bookmark: _Toc131718310][bookmark: _Toc131718484][bookmark: _Toc115302166][bookmark: _Toc115350171][bookmark: _Toc115350265]If Proposal 4 is agreed, RAN2 to address PDCP/RLC SN gaps which may result from the discard of XR packets (e.g some feedback from the transmitter to the receiver on the gap SNs to avoid reordering delays at the receiver side).
Impacts to BSR
For UL transmission, the UE transmitter may decide to discard packets based on any or multiple discard criteria. A problem which may arise in the case of PDU discard is in relation to feedback and BSR from the UE side. In the event of autonomous packet discard by the UE, the network might have outdated BSR information. Given the usual high bit rate and  the expectation of large data volumes of XR traffic, it could be useful for the network to know of the reduction in UE’s buffered data volume when UL data is discarded from its buffers. Therefore, when data packets are discarded, a BSR can be triggered to report to the network of the reduction in data volume in the UL buffer for the case when packets are discarded at the transmitting entity i.e UE in uplink. This could potentially avoid the gNB unnecessarily allocating UL resources. This will need minor updates of current BSR e.g., to trigger a BSR when packet discard is performed. Further details are provided on this in our companion paper [6].
[bookmark: _Toc131492626][bookmark: _Toc131603853][bookmark: _Toc131684209][bookmark: _Toc131718304][bookmark: _Toc131718478]The network may have outdated BSR information in the event of autonomous packet discard at the UE transmitter.
Proposal 7. [bookmark: _Toc110029599][bookmark: _Toc110199944][bookmark: _Toc110199971][bookmark: _Toc115385855][bookmark: _Toc118042719][bookmark: _Toc118044168][bookmark: _Toc118408663][bookmark: _Toc118409088][bookmark: _Toc127198225][bookmark: _Toc127285611][bookmark: _Toc127400009][bookmark: _Toc127445016][bookmark: _Toc127461553][bookmark: _Toc127464424][bookmark: _Toc127464496][bookmark: _Toc131421295][bookmark: _Toc131422704][bookmark: _Toc131492638][bookmark: _Toc131603860][bookmark: _Toc131684216][bookmark: _Toc131718311][bookmark: _Toc131718485]UE can feedback to the gNB (e.g. BSR) of the reduction in UL buffer when discard operation is performed on data which was previously reported to the network in a BSR.

1. Conclusion
The observations captured are the following:
Observation 1.	PDU Set Delay Budget (PSDB) is defined as an optional parameter; the need and definition for AN PSDB is still FFS in SA2
Observation 2.	Based on SA2 conclusions that a PDU Set is considered as successfully delivered only when all PDUs of a PDU Set are delivered successfully, RAN2 can assume that PSIHI is always enabled/set for R18.
Observation 3.	Discard operation in XR is needed at a per PDU set level which is different from legacy PDCP discard operation which is at a per PDU level.
Observation 4.	From implementation perspective for PDU-set level discard, PDUs of a PDU set may arrive at the transmitter either (i) simultaneously or, (ii) sequentially (with some non-zero inter-arrival time between the first and last PDU of a PDU set).
Observation 5.	When all PDUs of a PDU set arrive simultaneously at the transmitter, PDU-set based discard operation could be enabled using  either a single PDU-set discard timer or by using multiple PDU discard timers (considering limitation/dependence on other parameters e.g PSIHI).
Observation 6.	When PDUs of a PDU set arrive sequentially at the transmitter spread over time, a single PDU-set-based discard timer is needed for PDU-set based discard operation since legacy PDU discard timers are unable to account for the inter-arrival delay of PDUs in the PDU set.
Observation 7.	RAN2 may use the PDU Set Importance (PSI) parameter for PDU set level packet discarding in the presence of congestion as it was also concluded by SA2.
Observation 8.	Both implicit notifications based on buffer size or packet delay or explicit discard notification are feasible solutions for low priority packet discard during congestion with explicit providing better network control.
Observation 9.	For high volume of XR packets to be transmitted with large number of packets possibly in the transmitter’s buffer, it could be beneficial to discard packets even if they have already been submitted to lower layers (MAC layer) for transmission e.g in the case of surpassing latency constraint.
Observation 10.	The network may have outdated BSR information in the event of autonomous packet discard at the UE transmitter.
The proposals captured are the following:
Proposal 1.	RAN to define maximum delay constraint applicable (or related) to all PDUs of a PDU set for discard operation in, where the value of the constraint is up to network implementation. This constraint could be considered as the maximum time duration before which the UE must send all PDUs in a PDU-set, and is configured e.g. from the arrival of the first PDU of the PDU set in the AS at the UE side.
Proposal 2.	RAN2 discard operation considers the QoS flow parameter of PSIHI for integrated PDU set handling i.e., to distinguish whether or not all PDUs of the PDU set are needed for usage of that PDU set at the receiver side. However, RAN2 Rel-18 enhancements will only target the scenario when PSIHI is enabled/set (i.e., partial delivery of PDU sets is not addressed in this release).
Proposal 3.	RAN2 introduces an additional PDU-set-based discard timer. gNB can configure this timer (referred e.g. as discardTimerPerSet) to enable discard at the PDU set level, i.e., to discard all PDUs of the PDU set using this single timer.
Proposal 4.	RAN2 to introduce network assisted PDU set discard for congestion scenarios i.e., network can provide indication of congestion to assist or configure UE for triggering discard of low importance PDU sets.
Proposal 5.	Packet discard is allowed after packets are already submitted to lower layers (MAC layer).
Proposal 6.	If Proposal 4 is agreed, RAN2 to address PDCP/RLC SN gaps which may result from the discard of XR packets (e.g some feedback from the transmitter to the receiver on the gap SNs to avoid reordering delays at the receiver side).
Proposal 7.	UE can feedback to the gNB (e.g. BSR) of the reduction in UL buffer when discard operation is performed on data which was previously reported to the network in a BSR.
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