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1. Introduction
Previous RAN2 meetings have made some progress on aspects of data collection, model transfer and model ID. Use case specific aspects have not been discussed so far, except for the following agreement regarding the CSI compression use case [1]:

	· RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g. 
1. Ensuring UE and gNB side models are configured / applied based on their applicable configurations / scenarios.

2. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB.
3. Achieving simultaneous (de)activation and switching of the two-sided model.


From the description of the agenda item, we understand that the aim of this AI is to start the discussion on the mapping of the LCM components to physical entities. Since the mapping is specific to the three RAN1 use cases, our discussion is focused on the use case specific aspects based on the latest RAN1 agreements [2][3][4].
	7.16.2.1 Architecture General

Model ID: 1a. Attempt to agree a list of cases for which a model ID shall/should be used. 1b. Can discuss also model meta-data that can be useful and the detailed cases/contexts of such usefulness. Should take into account R1 progress if any. At current meeting: No need to discuss whether metadata is a sub-part of a structured model ID or whether we have other IDs, algorithm ID, function ID etc. 

Mapping of Functionality to entities. 2: Identification of justifications and issues (tangible) that need the definition of architecture, function mapping, and possibly later 3GPP procedure support (e.g. a: for cases of off-line training, is there any reason to specify where training takes place, e.g. b: for cases of network-only models, what support in 3GPP specifications is expected … etc). 3: Review of RAN1 logical/functional architecture (can also consider other inspiration e.g. from R3 SA2), with logical/functional entities their relation etc. 4: At this meeting, expect that the detailed mapping to physical entities is discussed per functionality (for Data Collection, for Model tranfser/delivery, per LCM purpose etc) as below.


2. Discussion
RAN2 discussion on use case-specific aspects requires adequate progress in RAN1. Since the RAN1 progress is in initial stages with little consensus on aspects like capability and configuration of the AI/ML models, RAN2 can only reach a common understanding of some general aspects for each of the three use cases and potentially identify some high-level components for each LCM component that may have standard impact (e.g., signaling aspects). 
2.1. Capability indication
Capability indication will involve the UE indicating its AI/ML related capability to the LMF or network nodes. 
	Use case
	Capability indication

	CSI compression
	UE indicates its AI/ML related capability for CSI compression to the network.

	Beam Management
	UE indicates its AI/ML related capability for Beam management to the network.

	Positioning
	UE indicates its AI/ML related capability for Positioning to the LMF.


Table 1: Capability indication
Proposal 1: 
For the CSI compression and beam management use cases, the UE can indicate its AI/ML-related capability to the network.
Proposal 2: 
For the positioning use case, the UE can indicate its AI/ML-related capability to the LMF.
UE reporting whether or not it is AI/ML capable may be sufficient in cases where AI/ML capability only applies to one functionality/feature. However, a simple capability indication does not provide information on the functionality/feature where the capability is applicable. Capability indication may need to include information on the applicable functionality/feature. Capability reporting is generally done in a semi-static way. Since the UE’s AI/ML capability may be a function of dynamic parameters such as UE computation resources and storage, a one-time capability reporting may not be sufficient for AI/ML. Dynamic capability reporting can be considered for AI/ML.
Proposal 3: 
RAN2 to study the coexistence of multiple AI/ML enabled feature combinations and impact on UE capability.
2.2. Data collection
	Use case
	Data collection

	CSI compression
	Uncompressed CSI, compressed CSI report, assistance information for data collection, enhancements to RS, etc. 

Different data collection frameworks can be applicable (e.g., RRM, MDT, CSI reporting framework).

	Beam Management
	Beam indices (e.g., best beam(s)), corresponding L1-RSRP values for the beam indices, beam angles, assistance information for data collection, etc.

Different data collection frameworks can be applicable (e.g., RRM, MDT, CSI reporting framework).

	Positioning
	Training at UE: signaling for setting up RS transmission and assistance information for training

Training at gNB: 
· From UE (e.g., SSB RSRP, CIR), 
· From LMF (e.g., ToA, LOS/NLOS indication, PRS RSRP, location estimate),
· Measurements made at NG-RAN node for UL (AoA, SRS RSRP, CIR)

Training at LMF: 

· Measurements from NG-RAN node (e.g., SSB RSRP, CIR), 
· Measurements from UE (e.g., PRS RSRP, CIR) 

Different data collection frameworks can be applicable (e.g., RRM, MDT, LPP).


Table 2: Data collection
Proposal 4: 
RAN2 to assess the applicability of the different data collection frameworks (e.g., MDT, RRM, UAI, early Idle/Inactive measurements) to each use case.
Data collection for all three use cases may have some specification impacts in terms of the signalling required for RS configurations to collect the training data. For example, for the beam management use case, the model must be trained to predict the best beam or measurements related to the best beams (e.g., L1-RSRP). Training of the model requires datasets that may be generated using additional RS configurations. 

Further enhancements to the current RRM measurement framework may also be needed to allow for logging for data collection. Please refer to our companion contribution on data collection R2-2303627.
Proposal 5: 
RAN2 to consider enhancements to RS configurations to collect datasets for model training.
Proposal 6: 
RAN2 to study adaptation of the current RRM measurement framework to allow logging for data collection.
2.3. Model transfer
	Use case
	Model transfer

	CSI compression
	The network/non-3GPP entity can transfer the AI/ML model to the UE.

The UE can transfer AI/ML model (e.g., trained model) to the network.

Both CP and UP based solutions are applicable.

	Beam Management
	

	Positioning
	LMF/ gNB /non-3GPP entity can transfer AI/ML model to UE. 
The UE can transfer AI/ML model to LMF/gNB.

Both CP and UP based solutions are applicable.


Table 3: Model transfer
Proposal 7: 
Both CP and UP based solutions can be considered for model transfer between the UE and network/non-3GPP entity for the CSI compression and beam management use cases.
Proposal 8: 
Both CP and UP based solutions can be considered for model transfer between the UE and network/non-3GPP entity/LMF for the positioning use case.
In our view, it is too early to down-select among the identified solutions for AI/ML model transfer/delivery. Refer to our companion contribution on model transfer/delivery R2-2303628 where we identify the next steps to progress the discussion on model transfer/delivery.
2.4. Model update

	Use case
	Model update

	CSI compression
	Model update can be a result of the model performance monitoring or model (re)training/fine-tuning for all three use cases.

	Beam Management
	

	Positioning
	


Table 4: Model update
Since model performance is a function of the environment and UE mobility, the model may need to be updated to adapt to new radio conditions. Furthermore, following download of a model (e.g., from the network or third party), the UE may fine-tune the model based on local data before using it for inference. As such, model update may be a result of performance monitoring or model training/retraining/fine-tuning. 
Proposal 9: 
For all three use cases, model update may be a result of model performance monitoring or model (re)training/fine-tuning.
2.5. Model monitoring

	Use case
	Model monitoring

	CSI compression
	Model monitoring can use intermediate KPIs (e.g., Cosine similarity / NMSE) or system KPIs (e.g., throughput)

For UE-side performance monitoring, the gNB can send the AI/ML model performance monitoring configuration to the UE. The UE can report the monitoring performance feedback to the gNB, periodically, one-shot/event-triggered (e.g., following a drop in KPI).

NW-side model performance monitoring can be done by the gNB with or without additional reporting from UE.

	Beam Management
	Model monitoring can use intermediate KPIs (e.g., Top-1/k predicted best beam, L1-RSRP/L1-SINR of best beam(s), L1-RSRP difference between best beam(s) and genie-aided beam(s)) or system KPIs (e.g., throughput).

For UE-side performance monitoring, the gNB can send the AI/ML model performance monitoring configuration to the UE. The UE can report the monitoring performance feedback to the gNB, periodically, one-shot/event-triggered (e.g., following a drop in KPI).

NW-side model performance monitoring can be done by the gNB with or without additional reporting from UE.

	Positioning
	Accuracy of location estimate (for direct method), accuracy of timing estimation (for indirect method)

gNB /LMF can send AI/ML model performance monitoring configuration to the UE.

UE can send performance monitoring report to the gNB /LMF, periodically or one-shot/event-triggered.

NG-RAN node can send performance monitoring report to LMF, periodically or one-shot/event-triggered.


Table 5: Model monitoring
Model monitoring can be done at the UE or gNB (or LMF for positioning). The node doing performance monitoring can measure system-level KPIs such as throughput, SNR/SINR or HARQ feedback to assess the model performance. Model monitoring at the UE can be enabled by the network configuring a threshold criterion at the UE.
Proposal 10: 
System-level KPIs (e.g., throughput, hypothetical BLER, NACK/ACK) can be used for model monitoring.
However, use case-specific performance monitoring metrics as described in Table 5 may be more suitable to assess model performance specific to the different use cases. 
Proposal 11: 
For the CSI compression use case, model monitoring can use intermediate KPIs such as Cosine similarity and NMSE.
Proposal 12: 
For the beam management use case, model monitoring can use intermediate KPIs such as Top-1/k predicted best beam, L1-RSRP of best beams.
Proposal 13: 
For the positioning use case, model monitoring can use accuracy of location estimate for the direct method and accuracy of the timing estimation for the indirect method.
In all cases, the node performing model monitoring may need to send a performance report to the peer node subsequent to the monitoring exercise. RAN2 can study exchanges between the UE and gNB (and LMF for positioning) related to model monitoring configuration and performance feedback reporting. 
Proposal 14: 
RAN2 to study exchanges between UE and gNB (and LMF for positioning) related to model monitoring configuration and performance feedback reporting.
2.6. Model selection/(de)activation/switching/fallback
	Use case
	Model selection/(de)activation/switching/fallback

	CSI compression
	Selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated (e.g., based on capability limitations, performance degradation, explicit request from network, etc.)

	Beam Management
	

	Positioning
	Selection/(de)activation/switching/fallback can be UE-initiated or LMF/ gNB-initiated (e.g., based on capability limitation, performance degradation, explicit request from network, etc.,)


Table 6: Model selection/(de)activation/switching/fallback
Proposal 15: 
For the CSI compression and beam management use cases, model selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated.
Proposal 16: 
For the positioning use case, model selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated.
A typical scenario for the CSI feedback compression use case would require joint AI/ML inference between the UE and the gNB, where the CSI compression part is done with an encoder at the UE (UE-side model) and the CSI reconstruction part is done with a decoder at the gNB (NW-side model). Ensuring that the encoder and decoder are matched properly at UE and gNB sides and simultaneous (de)activation and switching of the two-sided model is achieved is essential during inference. 
Proposal 17: 
RAN2 to study ways to ensure synchronization of activation/deactivation of the two-sided model for the CSI compression use case.

Please refer to our companion contribution on model switching R2-2302900 for UE-based and NW-based decision for AI/ML model switching and the related signaling impacts.
3. Conclusion

Capability indication 
Proposal 1: 
For the CSI compression and beam management use cases, the UE can indicate its AI/ML-related capability to the network.
Proposal 2: 
For the positioning use case, the UE can indicate its AI/ML-related capability to the LMF.
Proposal 3: 
RAN2 to study the coexistence of multiple AI/ML enabled feature combinations and impact on UE capability.
Data Collection
Proposal 4: 
RAN2 to assess the applicability of the different data collection frameworks (e.g., MDT, RRM, UAI, early Idle/Inactive measurements) to each use case.
Proposal 5: 
RAN2 to consider enhancements to RS configurations to collect datasets for model training.
Proposal 6: 
RAN2 to study adaptation of the current RRM measurement framework to allow logging for data collection.
Model Transfer
Proposal 7: 
Both CP and UP based solutions can be considered for model transfer between the UE and network/non-3GPP entity for the CSI compression and beam management use cases.
Proposal 8: 
Both CP and UP based solutions can be considered for model transfer between the UE and network/non-3GPP entity/LMF for the positioning use case.
Model Update
Proposal 9: 
For all three use cases, model update may be a result of model performance monitoring or model (re)training/fine-tuning.
Model Monitoring
Proposal 10: 
System-level KPIs (e.g., throughput, hypothetical BLER, NACK/ACK) can be used for model monitoring.
Proposal 11: 
For the CSI compression use case, model monitoring can use intermediate KPIs such as Cosine similarity and NMSE.

Proposal 12: 
For the beam management use case, model monitoring can use intermediate KPIs such as Top-1/k predicted best beam, L1-RSRP of best beams.
Proposal 13: 
For the positioning use case, model monitoring can use accuracy of location estimate for the direct method and accuracy of the timing estimation for the indirect method.
Proposal 14: 
RAN2 to study exchanges between UE and gNB (and LMF for positioning) related to model monitoring configuration and performance feedback reporting.
Model Selection/Activation/Deactivation/Switching/Fallback

Proposal 15: 
For the CSI compression and beam management use cases, model selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated.
Proposal 16: 
For the positioning use case, model selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated.
Proposal 17: 
RAN2 to study ways to ensure synchronization of activation/deactivation of the two-sided model for the CSI compression use case.
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