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1	Introduction
[bookmark: _Hlk127431927]RAN2 has an LS exchange with RAN3 whether it is possible to know the lbt-FailureRecoveryConfig used for execution of the RA procedure (R2-2211063, R3-226809/R2-2300031) with network-based solution to avoid to the need to store additional information in UEs. According to RAN3 reply LS this is feasible but has some limitations. 
This paper discusses this issue from a more general perspective and proposes a way forward. 
2	Discussion
According to the RAN3 LS the network-based mechanism is based on the identification of the UE using C-RNTI:
RAN3 has discussed the issue and observed that there is an existing network-based mechanism that can be reused for the NR-U case, based on the information provided from the UE (last serving PCell ID and C-RNTI), that enables the RAN to retrieve the UE context or the configuration used for the UE in the last serving node and possibly the configuration used for the UE in the source node (if the Mobility Information defined in TS 38.423 is used). 

RAN3 observed that this approach has the limitation that it may not work if the UE report about the failure does not happen shortly after the failure: 
RAN3 observes though, that the above mechanism was designed with intention to retrieve UE context or the configuration information if the UE attempts reconnection and reports the failure right after connection failure; if the failure information is fetched from the UE hours after the failure, then the likelihood that the source and the last serving node can retrieve the needed information depends on RAN implementation and is practically minimal (this depends on RAN implementation, e.g., how long the gNB stores the UE context or how long that allocated C-RNTI is not reused by the RAN).

How long a C-RNTI is valid depends on the node and the network implementation. The logged reports in the UEs are kept for 48 hours, but 48-hour validity cannot be guaranteed for C-RNTIs. In the worst case it may happen that a C-RNTI is re-used between the actual failure and RLF report delivery and thus the network node may associate the report to another UE that has different configuration. 
Observation 1: If the logged report is provided to the network a significant time after RA happened, the network-based solution may lead to cases when RLF reports cannot be used or may be misinterpreted by the network.
The NR-U configuration is not a unique case when the detailed configuration information is needed to enable the network to perform full analysis of a connection failure. Particular implementations may also want to know, e.g., the service type (or service parameters, like if the service was RT or NRT, was the offered throughput above certain threshold or below it etc.).
When the UE provides a report a significant time after an event happened, the network may not easily identify the configuration parameters associated with the failure report, as the UE context identified by the C-RNTI may not be stored for a long time, and/or the configuration parameters in the RAN node may have changed since the event happened.
Observation 2: When the UE provides the report a significant time after an event happened the network may not be able to identify the configuration parameters associated with the event.
A possible well-known approach to overcome this issue is that the UE stores the configuration information associated with the event and provides the configuration information within the report with the known disadvantage that a significant extra storage in the UEs is required combined with extra overhead in the signalling. This approach also requires standardization efforts whenever new configuration parameters are introduced. Note also that in some cases it is not clear which configuration parameters are useful for the network, and it may also depend on the network implementation which parameters are relevant. On the other hand, the scope of stored information is a subject of standardisation compromise. This may lead that some parameters important for a particular implementation are not stored and provided within the report, while some unnecessary parameters are included in the reports. 
Observation 3: Adding the configuration parameters associated with the events to the reports requires extra specification work whenever new feature is considered, additional UE storage capacity, increases the signalling overhead, and may not lead optimal solutions for all network deployments.
The LS from RAN3 mentions the Mobility Information, which is currently defined in RAN3 to facilitate detecting UE-specific mobility conditions associated with the reported failure. It is a configuration index that enables the serving node (source node) to identify conditions that are important for a specific UE or UE-type implementation:
[…] that enables the RAN to retrieve the UE context or the configuration used for the UE in the last serving node and possibly the configuration used for the UE in the source node (if the Mobility Information defined in TS 38.423 is used). 

The configuration index is associated in the network node with specific configuration parameters that are important for the network node to analyse the reported failure. This mechanism could also be applied or extended to the RLF reports which are related to LBT or RA issues. The information associated with the index is up-to network node implementation and the UE is not aware of it. This configuration index can be a relative short (e.g., 32-bit, to match RAN3’s Mobility Information) optional parameter, and thus it will not generate significant signalling overhead, and storage requirement. It will automatically solve the issue that the network node may change its configuration after the event happened or removed the UE context, as in this case the network can also change the relevant configuration index value. The solution is also future proof, as a network node implementation may add new associated parameters to a configuration index without additional standardization work.
Observation 4: Enabling the configuration index to be reported in the RLF Report instead of particular configuration (like NR-U configuration in this discussion) will save RAN2 and RAN3 from having the same discussions in future.
One point to observe is that if the configuration index defined for the UE matches RAN3’s Mobility Information, the implementation of the feature on the network side will be trivial – the same logic that is used already now for the Mobility Information can be used to define the UE’s configuration index.
Proposal 1: Introduce a new configuration index parameter that is provided by the network with the configuration. The UE stores the configuration index and provides it within the RLF reports. 
The configuration index does not need to identify UE’s configuration as a block: it may be implemented so that e.g., first few bits refer to one of UE types (for example, for fast UEs, for modem devices etc), then few next bits may identify one of the used mobility configurations for the given UE type, and then few next bits one of the used NR-U configurations for this UE. Or, alternatively, an implementation may use all the 32 bits to identify a UE context with an own ID that is kept for longer than the C-RNTI.
The configuration index for the RLF Report may be delivered to the UE as an optional IE in the RRCRecomfiguration message. Once delivered, the UE stores it and replaces old index (if any stored previously). It is up to the implementation of the serving node to decide when a new configuration index is to be delivered to the UE – if particular reconfiguration concerns parameters that are not relevant for possible future MRO analysis, the network may skip updating the index. Once a failure occurs and the UE compiles the RLF Report, it includes the last received configuration index. When the report is finally fetched and delivered to the last serving node, the node knows how to read it: either uses it to identify the configuration used for the UE, or in any other way the index was formulated (possibly even to identify the UE context, if the implementation used the index this way).
Proposal 2: Add an optional, 32-bit configuration index in the RRCReconfiguration message and in the RLF Report. The UE shall store only the most recently received configuration index for the RLF Report.
The introduction of the configuration index has impacts on RAN3 work, e.g., the need of network based solution, our view is that is 
Proposal 3: RAN2 sends a reply LS to RAN3 to inform them about the introduction of the configuration index. (See draft LS proposal in Annex.)
3	Conclusions
This document has made the following observations and proposals:
Observation 1: If the logged report is provided to the network a significant time after RA happened, the network-based solution may lead to cases when RLF reports cannot be used or may be misinterpreted by the network.
Observation 2: When the UE provides the report a significant time after an event happened the network may not be able to identify the configuration parameters associated with the event.
Observation 3: Adding the configuration parameters associated with the events to the reports requires extra specification work whenever new feature is considered, additional UE storage capacity, increases the signalling overhead, and may not lead optimal solutions for all network deployments.
Observation 4: Enabling the configuration index to be reported in the RLF Report instead of particular configuration (like NR-U configuration in this discussion) will save RAN2 and RAN3 from having the same discussions in future.
Proposal 1: Introduce a new configuration index parameter that is provided by the network with the configuration. The UE stores the configuration index and provides it within the RLF reports. 
Proposal 2: Add an optional, 32-bit configuration index in the RRCReconfiguration message and in the RLF Report. The UE shall store only the most recently received configuration index for the RLF Report.
Proposal 3: RAN2 sends a reply LS to RAN3 to inform them about the introduction of the configuration index. (See draft LS proposal in Annex.)
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1. Overall Description:
RAN2 would like to thank RAN3 for their Response LS on Possibility on LBT-FailureRecoveryConfig. RAN2 further discussed this issue and to overcome the limitation clarified in the response LS, RAN2 agreed in the following:

Introduce a new configuration index parameter that is provided by the network with the configuration. The UE stores the configuration index and provides it within the RLF reports.

2. Actions:
To RAN WG3
ACTION: 	RAN2 respectfully asks RAN3 to take the above into account.

3. Date of Next TSG-RAN WG2 Meeting:
RAN2#121-bis-e	from 2023-04-17	to 2023-04-26		Electronic
RAN2#122	from 2023-05-22	to 2023-05-26		Incheon







