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1	Introduction
Studying and specifying support of sidelink on unlicensed spectrum (i.e., SL-U) is one of the objectives of SL evolution in Rel.18 [1], How to handle consistent LBT failure is one important aspect to be investigated for SL-U. This paper will discuss some issues on channel access for SL-U. 
[bookmark: _Ref178064866]2	Discussion
2.1 Background
In RAN2#121, RAN2 made the following agreements regarding consistent LBT failure handling:
Agreements on SL LBT failure indication granularity
1: 	SL LBT failure indication granularity is per SL RB set.
2: Consistent LBT failure does not trigger the UE in RRC idle/inactive to enter RRC connected
3. Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
4:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.

[bookmark: _Toc114746147][bookmark: _Toc114746148][bookmark: _Toc114746149][bookmark: _Toc114746150][bookmark: _Toc114746151][bookmark: _Toc114746152]2.5 Consistent LBT failure handling
In RAN2#119bis-e, LBT failure detection and LBT failure recovery was discussed. It was agreed that 
· Support SL-specific consistent LBT failure detection and recovery procedure in the MAC for SL-U. Details of recovery to be further worked on granularity of (consistent) LBT failure.
· As the general principle, reuse the consistent LBT failure detection procedure in NR-U as the baseline for SL-specific consistent LBT failure detection in SL-U.
· Support the mechanism that a mode-1 UE can indicate the SL-specific consistent LBT failure to the gNB. FFS on a mode-2 UE in RRC_CONNECTED.
In addition, several SL specific timers and counters corresponding to what is used in NR-U were agreed. An LS [2] was sent to RAN1 asking for clarifications of the granularity of the LBT failure indications. Due to the RAN1 agreements from RAN1#109-e that
· Only one SL BWP is (pre-)configured within a carrier The SL BWP is (pre-)configured
· The SL BWP is (pre-)configured to include one or multiple SL resource pools

BWP switching cannot be done for SL-U.
[bookmark: _Toc131697011]Autonomous BWP switching cannot be done to recover from consistent LBT failures for SL-U.
This means that it is not possible to have the corresponding recovery procedure for SL-U as for NR-U if the granularity of LBT failure indication is per SL BWP. However, LBT failure detection can still be performed and reported to gNB to allow the gNB to reconfigure the UE.
[bookmark: _Toc131697012]Detection and reporting of consistent LBT failures to gNB can be performed even if detection of LBT failure is per BWP.

However, a consistent LBT failure recovery procedure similar to what is specified for NR-U can be quite efficient. In order to fully exploit the benefits of the LBT failure detection and recovery procedure, it is preferred that the physical layer can provide LBT failure indication in finer granularities (e.g., per resource pool, per RB set) in addition to per BWP. Therefore, RAN2 has sent the LS to RAN1 asking for feedback on the granularities of LBT failure indication. RAN1 has replied in the LS that it is feasible for the PHY to indicate multiple LBT failure indication granularity, based on which RAN2 has decided to support the LBT failure indication is per SL RB set. 
[bookmark: _Toc131697013]RAN2 has agreed that the LBT failure indication is per RB set.

Based on this, RAN2 has made the below working assumptions
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
It is reasonable to confirm the above working assumptions after excluding the LBT failure granularity per resource pool. An RB set contains 20MHz bandwidth which is the basic unit for LBT operation. If a resource pool is configured less than an RB set, it will not be feasible for the PHY layer to indicate LBT failures per resource pool. If a resource pool is configured wider than an RB set, it is not beneficial for the PHY layer to indicate LBT failures per resource pool either since the PHY layer can indicate LBT failures per RB set, which can give the best granularity. In addition, it is simpler for the PHY layer to indicate only the finest granularity.
[bookmark: _Toc131697014]If a resource pool is configured less than an RB set, it will not be feasible for the PHY layer to indicate LBT failures per resource pool.
[bookmark: _Toc131697015]If a resource pool is configured wider than an RB set, it is not beneficial for the PHY layer to indicate LBT failures per resource pool either since the PHY layer can indicate LBT failures per RB set, which can give the best granularity.
 Therefore, we give the following proposal

[bookmark: _Toc131697016]RAN2 to conclude to not support LBT failure is indicated per resource pool. 

Therefore, we suggest RAN2 to confirm the above working assumptions after excluding the support of the rest LBT failure indication options, i.e., LBT failure granularity per resource pool and the LBT failure granularity per BWP.

[bookmark: _Toc131697017]UE uses the MAC CE to report consistent LBT failure to the gNB. 
[bookmark: _Toc131697018]UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets. 
In addition, it is worth noting that it is beneficial to configure the UE with multiple LBT subbands with corresponding SL resource pools to avoid the UE being blocked by consistent LBT failure. 
In NR-U, there is also a possibility for the UE to indicate to the gNB via a LBT failure MAC CE that a consistent LBT failure has been triggered on a BWP or in an SCell. This can enable for the gNB to reconfigure the UE, e.g. to a BWP where LBT failures are less common. In NR-U, the MAC CE only indicate the cell where the consistent LBT failure occurred and it is up to the gNB implementation to determine which BWP where the consistent LBT failure occurred and possible measures to be taken. Determination of the BWP can be done since the gNB knows the configuration of the UE and its last active BWP.
A similar mechanism would be useful also for SL-U. Hence, if consistent LBT failure is triggered on a SL RB set, the UE reports this in a MAC CE to the gNB. According to current RAN2 agreements, the SL UE in connected mode can indicate consistent LBT failure to the gNB for both mode 1 and mode 2. 

[bookmark: _Toc131697019]RAN2 to further study the content of the MAC CE according to the following, e.g., carrier index, pool/RB set index etc. 
[bookmark: _Toc131697020]RAN2 should define a new cause value for RLF report to indicate consistent LBT failure in all SL RB sets.
For the other working assumption
If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
For this working assumption, we see it is reasonable to confirm it.
[bookmark: _Toc131697021]Upon detection of consistent LBT failure in a RB set, TX UE changes to another RB set where consistent LBT failure has not been detected.
Regarding whether/how the triggered consistent SL LBT failure is cancelled, we think the UE shall periodically monitor the RB sets in which consistent LBT failure has been detected even if the UE has switched to other RB sets. This is due to that congestion situation in an RB set may change, so that the RB set has changed from congested to free state. Only in that case the UE can cancel the triggered consistent SL LBT failure. However, this may also depend on whether the UE performs Mode 1 RA or Mode 2 RA, in case of Mode 1 RA, after the UE has reported consistent LBT failure to the gNB, the UE shall cancel the triggered LBT failure in the concerned RB sets. While in case of Mode 2 RA, the UE shall not cancel the triggered LBT failure in the concerned RB sets even if the UE has reported consistent LBT failure to the gNB, since the UE is uncertain whether the gNB will resolve the issue for the UE.
[bookmark: _Toc131697022]The UE may continuously monitor the RB sets in which consistent LBT failure has been triggered to check if these RB sets have changed its congestion status.
[bookmark: _Toc131697023]In case of Mode 1 RA, after the UE has reported the triggered consistent LBT failures to the gNB, the UE cancels the triggered consistent LBT failures in the concerned RB set.
[bookmark: _Toc131697024]In case of Mode 2 RA, after the UE has reported the triggered consistent LBT failures to the gNB, the UE doesn’t cancel the triggered consistent LBT failures in the concerned RB set.

There is another issue on whether the lbt-FailureRecoveryConfig is configured per SL BWP or per RB set. In our view, it is sufficient for the UE to be configured or preconfigured with lbt-FailureRecoveryConfig per SL BWP. This is based on the fact that the RB sets shall be treated with equal priority. The UE selects the RB sets based on the congestion level. Per RB set configuration may give some flexibility however the gain is unclear.
[bookmark: _Toc131697025]The lbt-FailureRecoveryConfig is configured or preconfigured to the UE in a per BWP manner.
For a SL BWP configured with multiple RB sets, the UE can perform LBT failure detection and recovery per RB set with the common lbt-FailureRecoveryConfig configuration.
[bookmark: _Toc131697026]For a SL BWP configured with multiple RB sets, the UE performs LBT failure detection and recovery procedure per RB set.
[bookmark: _Toc70424553][bookmark: _Ref189046994]3 Conclusion
In the previous sections we made the following observations: 
Observation 1	Autonomous BWP switching cannot be done to recover from consistent LBT failures for SL-U.
Observation 2	Detection and reporting of consistent LBT failures to gNB can be performed even if detection of LBT failure is per BWP.
Observation 3	RAN2 has agreed that the LBT failure indication is per RB set.
Observation 4	If a resource pool is configured less than an RB set, it will not be feasible for the PHY layer to indicate LBT failures per resource pool.
Observation 5	If a resource pool is configured wider than an RB set, it is not beneficial for the PHY layer to indicate LBT failures per resource pool either since the PHY layer can indicate LBT failures per RB set, which can give the best granularity.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to conclude to not support LBT failure is indicated per resource pool.
Proposal 2	UE uses the MAC CE to report consistent LBT failure to the gNB.
Proposal 3	UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
Proposal 4	RAN2 to further study the content of the MAC CE according to the following, e.g., carrier index, pool/RB set index etc.
Proposal 5	RAN2 should define a new cause value for RLF report to indicate consistent LBT failure in all SL RB sets.
Proposal 6	Upon detection of consistent LBT failure in a RB set, TX UE changes to another RB set where consistent LBT failure has not been detected.
Proposal 7	The UE may continuously monitor the RB sets in which consistent LBT failure has been triggered to check if these RB sets have changed its congestion status.
Proposal 8	In case of Mode 1 RA, after the UE has reported the triggered consistent LBT failures to the gNB, the UE cancels the triggered consistent LBT failures in the concerned RB set.
Proposal 9	In case of Mode 2 RA, after the UE has reported the triggered consistent LBT failures to the gNB, the UE doesn’t cancel the triggered consistent LBT failures in the concerned RB set.
Proposal 10	The lbt-FailureRecoveryConfig is configured or preconfigured to the UE in a per BWP manner.
Proposal 11	For a SL BWP configured with multiple RB sets, the UE performs LBT failure detection and recovery procedure per RB set.
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