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Introduction
In this contribution, we discuss the rest procedures that are related to model control and management with RAN2 impact analyzed. 
Discussion
AI/ML related Capability
In general, there are two types of AI/ML related capability to support AI/ML model running at the UE side:
1) Functionality for a given sub-use case
2) UE hardware capability for successfully processing/running the AI/ML model
We discuss detailed aspects for these two types of AI/ML capability. 
Type 1: Functionality for a given sub-use case
For the first type, compared with legacy physical layer processing, AI/ML model inference may have certain performance shift. If the AI/ML model is purely trained/inferenced at the UE side, e.g. UE-sided model, the network should still be able to control whether the UE is using legacy approach or using AI/ML model to make sure a good system performance. To allow network has the visibility of UE’s capability of AI/ML, the UE needs to report what use case it can support by AI/ML. It is similar to legacy new UE features, where UE capability reporting is used to report the supported feature at UE side. It was agreed in RAN1 #112 meeting with following agreement:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 



Proposal 1: At least for functionality based LCM, UE should report supported AI/ML sub-use case(s) and associated functionalities/functionality to the network via UE capability reporting procedure (e.g. explicitly or implicitly by supported model ID, depends on the model ID structure discussion). 

Type 2: UE hardware capability for successfully processing/running the AI/ML model
Type 2  would be more relevant for two-sided model or UE-sided model where model is downloaded from network side. It is different from legacy UE capability as it requires UE has specific hardware capability to be able to process the received AI/ML model from the network. For example, to successful receive the model, the UE should have enough memory to store the trained model, therefore, the UE should report its supported maximum memory size to store a model. 
Additionally, the UE should also be able to compile and execute the received AI/ML model. To support that, the network needs to understand the supported AI/ML structure by the UE, e.g. CNN, LSTM, RNN, etc. 
Performing AI/ML model inference may require a lot of power consumption at UE side. It is better for the UE to report its maximum battery capacity and its current battery status to the network, so that the network may consider a proper duration for model activation and deactivation.
Different from legacy UE capability which is a fixed information, UE supported hardware capability may be dynamically changed based on UE’s current status, where UE capability reporting procedure may not be suitable. 
Based on above discussion, the UE hardware capability can further split into:
· Static hardware capability
· Dynamic hardware capability
Proposal 2: For two-sided model or UE-sided model where model is transferred from network to the UE, UE reports its static hardware capability (e.g. maximum model size, maximum battery capacity, supported model structure, etc) and dynamic hardware capability (e.g. current battery status, current memory) as AI/ML related capability to the network.
Model Registration
Model Registration is seen as a procedure to request service/model for a specific use case. 
There are two kinds of model registration: 1) network registers model from upper layer; 2) UE registers model from the network. When UE performs model registration, it may serve for two purposes, one is to request AI/ML service from network to the UE for UE-sided model or two-sided model, another is to request AI/ML operation is used for certain use case when network-sided model is considered.
Observation 1: The UE may perform model registration to request AI/ML service/model from the network or request network to perform AI/ML for a certain use case.
For the first registration type (i.e. network registers model from upper layer), it can be achieved by network implementation. In this section, we mainly focus on how UE can register model from the network and analyse RAN2 impact.
Based on our understanding, AI/ML model for different use cases can be treated as a service for the UE. The UE can register and select proper AI/ML model based on broadcast information by the network. A similar procedure as multicast/broadcast interest indication can be considered for AI/ML service/model registration. The network can broadcast AI/ML service(s) it can support in the SIB information, and the UE indicates its interested service(s) by sending interest indication message to the network.
Alternatively, gNB can also request UE to provide interest indication based on UE’s AI/ML related capability.
Proposal 3: RAN2 to consider following approaches for model registration:
· Approach 1: A new SIB information is used by the network to broadcast its supported AI/ML use case(s). The UE indicates its interested service(s) via interest indication message. FFS on the details carried in SIB and interest indication.
· Approach 2: The network requests the UE to provide their interested service(s) based on UE’s AI/ML related capability.
Model selection/activation/deactivation/switching/fallback
Following agreements are achieved in RAN1 #110bis-e meeting on model selection and related procedure:
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.


Furthermore, it was further agreed in RAN1 #112 meeting, for functionality-based LCM, 3GPP singaling can be 
For network-sided model, the network should make the decision, where the model selection and related procedure can be done by implementation without specification impact. 
Considering model selection/activation/deactivation/fallback/switching procedures may not be frequently updated, therefore, RRC signaling can be considered to support those procedures. As captured in RAN1 above agreements, the main specification impact comes from UE-sided and two-sided model, where following signalling aspects should be considered by RAN2:
Scenario 1: UE-sided/two-sided model, network-side model monitoring, network initiated


Scenario 2: UE-sided/two-sided model, UE-side model monitoring, UE-initiated decision and request to network


Scenario 3: UE-sided/two-sided model, UE-side model monitoring, event triggered 


Scenario 4: UE-sided/two-sided model, UE-side model monitoring, UE’s decision report to the network


Observation 2: RRC Signalling can be used to support model selection /activation /deactivation /fallback /switching.
Furthermore, RAN1 further agreed activation/deactivation/switching/fallback indication can be based on individual AI/ML functionality or model ID. 

	· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 


In our understanding, the model ID or functionality is one of the representatives of which module/function should be activated/deactivated/switched/fallback. Hence, signalling procedure of activation/deactivation/switching/fallback could be independent of whether the indication is based on functionality or model ID. 
Hence, even for model-ID based LCM, 3GPP signaling can also be used to carry activation/deactivation/selection/switching for each individual AI/ML model, by carrying model ID of the corresponding model in the message.
Proposal 4: Network can also indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI) for model ID-based LCM by carring model ID in the message.
Proposal 5: RAN2 to capture above four scenarios in the TR and study below four scenarios of RRC signalling impact:
1) Scenario 1: UE-sided/two-sided model, network-side model monitoring, network initiated
2) Scenario 2: UE-sided/two-sided model, UE-side model monitoring, UE-initiated decision and request to network
3) Scenario 3: UE-sided/two-sided model, UE-side model monitoring, event triggered 
4) Scenario 4: UE-sided/two-sided model, UE-side model monitoring, UE’s decision report to the network
Model Update
After running a certain time, the deployed model at the UE side may need to be updated. Following mechanism for model update can be considered from RAN2 point of view:
· Timer based
For UE-sided model, the network may configure a timer to let UE update its model upon timer expires. Alternatively, if the model is received from the network, the network can send an update AI/ML model to the UE upon timer expires. For the later case, it can be done by implementation. 
· Model information based (e.g. Model confidence level/loss)
The main motivation to update model at one side is to maintain the high-accuracy level of AI/ML model and keep the inference result accurate. Therefore, the model update can be triggered based on the model performance, e.g. model confidence level, or loss function. 
Confidence level is calculated at the model inference node, by comparing prediction results and the real value (real future input to model inference). If the confidence level is lower than certain threshold, a model update should be triggered to avoid using the wrong/inaccurate predicted results/actions. This could also be triggered by either network or UE.
· Performance feedback based
As discsussed earlier, performance feedback may trigger model selection/activation/etc. Similarly, it can also trigger model update.
Proposal 6: RAN2 to study signaling and protocol impact assuming following model update mechanism:
1) timer based model udpate 
2) model information (e.g. confidence level/loss) based model udpate 
3) performance feedback based.
Conclusion
In this contribution, we analyze the potential RAN2 impact of LCM with following observation and proposal:
AI/ML related capability
Proposal 1: At least for functionality based LCM, UE should report supported AI/ML sub-use case(s) and associated functionalities/functionality to the network via UE capability reporting procedure (e.g. explicitly or implicitly by supported model ID, depends on the model ID structure discussion). 
Proposal 2: For two-sided model or UE-sided model where model is transferred from network to the UE, UE reports its static hardware capability (e.g. maximum model size, maximum battery capacity, supported model structure, etc) and dynamic hardware capability (e.g. current battery status, current memory) as AI/ML related capability to the network.
Model registration
Observation 1: The UE may perform model registration to request AI/ML service/model from the network or request network to perform AI/ML for a certain use case.
Proposal 3: RAN2 to consider following approaches for model registration:
· Approach 1: A new SIB information is used by the network to broadcast its supported AI/ML use case(s). The UE indicates its interested service(s) via interest indication message. FFS on the details carried in SIB and interest indication.
· Approach 2: The network requests the UE to provide their interested service(s) based on UE’s AI/ML related capability.
Model monitoring/activation/deactivation/swiching
Observation 2: RRC Signalling can be used to support model selection /activation /deactivation /fallback /switching.
Proposal 4: Network can also indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI) for model ID-based LCM by carring model ID in the message.
Proposal 5: RAN2 to capture above four scenarios in the TR and study below four scenarios of RRC signalling impact:
1) Scenario 1: UE-sided/two-sided model, network-side model monitoring, network initiated
2) Scenario 2: UE-sided/two-sided model, UE-side model monitoring, UE-initiated decision and request to network
3) Scenario 3: UE-sided/two-sided model, UE-side model monitoring, event triggered 
4) Scenario 4: UE-sided/two-sided model, UE-side model monitoring, UE’s decision report to the network
Model update
Proposal 6: RAN2 to study signaling and protocol impact assuming following model update mechanism:
1) timer based model udpate 
2) model information (e.g. confidence level/loss) based model udpate 
3) performance feedback based.[image: ]
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