3GPP TSG RAN WG2 Meeting #121bis-e          	      	            	               R2- 2302746
Electronic, 17th – 26th Apr, 2023       	
Agenda Item:	7.16.2.1
Source:	Intel Corporation
Title:	General architecture assumptions, model ID and entity mapping
Document for:	Discussion and Decision
Introduction
In this contribution, we continue discuss RAN2 impact of different life cycle management functionalities.
Discussion
Model Identification
Meta Information
It is noted that following two terminologies are agreed in RAN1 #111 meeting:
	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality





Based on the purpose/motivation of model identification and functionality identification in RAN1 agreement, we think that the model ID agreed in RAN2 previous agreement covers both definitions, which was agreed to be used for identifying a model used in LCM. 
Observation 1: RAN2 agreed “Model ID” covers model identification and functionality identification defined by RAN1.
To avoid ambiguity, we only use RAN2 terminology on “model ID” in this contribution. In following discussion, we mainly focus on the information/meta data that can be used to identify a model’s uniqueness. 
Applicable scenario/configuration/site
For training an AI/ML model, the applicable scenario of this model relies on the data collected and used for model training. 
It was agreed in RAN1 that they may study the potential specification impact to enable a set of specific models.
	Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.


One may optimize a specific AI/ML model for a specific scenario/site/configuration, one may also train a generalized/unified model by considering multiple types of input data from different scenarios/configuration, etc. However, such generalized model may lose certain accuracy for specific scenario, but it could be useful when adapting to unexpected scenarios. Hence, when identifying an AI/ML model, the network and UE needs to know whether a model is site-specific, scenario-specific (and its supported scenario), configuration-specific (and its configuration) or a unified model.
Model and computation Complexity
When performing model activation/deactivation/switching/fallback, except the model performance and system performance, one of the important selection criteria is based on the AI/ML’s complexity. One needs to select the AI/ML model with suitable complexity that the model inference entity can handle and process. During RAN1 discussion, AI/ML complexity is further separated into model complexity and computation complexity. 
	1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)



Following RAN1 agreement, “number of real-value model parameters” and “number of real-value operations” could be considered as model complexity.
	Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.


Furthermore, different use case may also have its specific calculation of model complexity, for example, positioning use case’s model complexity is shown as below:
	
	Model complexity to support N TRPs

	Single-TRP, same model for N TRPs
	
where 
 is the model complexity for one TRP and the same model is used for N TRPs.

	Single-TRP, N models for N TRPs
	
Where  is the model complexity for the i-th AI/ML model.


Hence, to successfully identify a model during model activation/deactivation/switching, model and computational complexity need to be considered as meta data for an AI/ML model.
Model Performance
Similar as AI/ML complexity, to enable NW/UE select a suitable AI/ML model for specific request, the expected model performance can be shared to the entity that is responsible for model selection as part of the meta data. The model performance may include model accuracy, model bias, model variance, etc.
Use case
Based on current RAN1 discussion, following use cases are being studied:
· CSI compression (two-side model)
· CSI prediction (one-side model)
· Beam management – Case 1
· Beam management – Case 2
· AI/ML assisted positioning
· Direct AI/ML positioning
To successfully map the model with the corresponding usage and use case, the use case information can be considered as meta info for an AI/ML model.
Proposal 1: Following meta information as model description are considered for Model ID:
· Applicable scenario, configuration, site information
· Computational complexity: FLOPs, level of pre-/post-processing
· Model complexity: number of real-value model parameter, number of real-value operations
· Model size
· Model performance: Model accuracy, model bias, model variance
· Supported use case
Structure of Model ID
Note that the above discussion does not mean that such information should be included as part of the structured model ID or whether such information needs to be supported by standardization or by implementation, which will not be discussed as suggested by Chair in meeting agenda (i.e. ”No need to discuss whether meta data is a sub-part of a structured model ID or whether we have other IDs, algorithm ID, function ID etc” ).
Leaving what information is counted as meta information aside, one may consider the relationship between model ID and meta information for a model. There are two ways to associate model identification with meta information for an AI/ML model:
1) Model ID includes a physical identifier and meta information of a model
2) Model ID is physical identifier. A mapping table is used to maintain the association between physical identifier and the corresponding model’s meta information. This mapping table can either be standardized or managed by operators/vendors in an offline manner.
After RAN2 has a clear view on what information should be considered as meta information, further down-selection among two options can be considered.
Proposal 2: RAN2 to consider following two structures of Model ID:
Option 1: Model ID is a physical identifier and the corresponding model meta information.
Option 2: Model ID is a physical identifier, where the association with model’s meta information is maintained by a mapping table either offline or standardized.
Location of AI/ML model
During past RAN2 meetings, there were heated discussion on model transfer/delivery method and data collection. However, both highly rely on the assumption of LCM architecture and functionality mapping. In this section, we first discuss the function framework of life cycle management, then shows our understanding about how each LCM functionality is mapping to existing architecture.
LCM general framework
It was noted that during Rel-17, RAN3 finished the study on RAN intelligence framework, in TR 37.817 [1]. However, based on RAN1 agreements, some new concepts are introduced, e.g. model monitoring, model activation/deactivation/switching, etc. 
Though RAN1 agreed NW-sided, UE-sided and two-sided model for different use cases, all of them could share the common framework regarding to AI/ML LCM. The only difference would be where the functionality could be mapped to the entity by considering NW-sided/UE-sided/two-sided model. Hence, a general framework without considering the location mapping could still be beneficial for the discussion, where companies could have a common understanding on the association between different LCM functionalities. In RAN3 RAN intelligence framework, there’s no functional block for model monitoring, model transfer, model activation/deactivation/switching, etc. Hence, to formulate a full picture of LCM discussed in RAN1, a modified general framework from RAN3 RAN intelligence framework is shown as below by considering new terminologies from RAN1.
[image: ]
Figure 1: functional framework
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, monitoring and inference

	Model training
	A process to train an AI/ML Model by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	Model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	Model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	Model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	Model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function


Proposal 3: Support a modification of the RAN3 functional framework (TR 37.817) by using components according to the agreed terminology in RAN1. Taken the proposed general framework as baseline for RAN2 discussion.
General Assumption
Model training
It is well known that there are two types of model training: online training and offline training. Before deciding which option that 3GPP needs to consider, we list and compare two options in below six considerations:
	
	Offline training
	Online training

	Complexity of training
	Low. [image: Smiling face outline with solid fill]
The weights and parameters of the model are updated while simultaneously attempting to lower the global cost function using the data used to train the model. The machine learning model is trained and updated continuously until it is in a state of readiness for deployment or the use case that it’s designed for.
	High. [image: Sad face outline with solid fill]
The changes of weights and parameters that occur at a given step are dependent on the example that’s being shown. If the model has already been deployed, the model’s current state might also be a factor. The machine learning model is continuously exposed to fresh data and is able to continuously improve through learning.

	Training Data
	Big data set is required to modify the entire model at once. [image: Sad face outline with solid fill]
	Real-time data[image: Smiling face outline with solid fill]

	Required training time
	Time-consuming[image: Sad face outline with solid fill] 
It requires to process a big data stream.
	Time-efficient[image: Smiling face outline with solid fill]
The model can be tuned with new available data in real-time. 

	Computational power
	Low[image: Smiling face outline with solid fill]
The model can be trained incrementally.
	High [image: Sad face outline with solid fill]
The model is trained continuously.

	Production
	Easy[image: Smiling face outline with solid fill]
	Difficult[image: Sad face outline with solid fill]

	Scalability
	Easy[image: Smiling face outline with solid fill]
The performance of the system can be maintained by replacing one AI/ML model to another.
	Difficult [image: Sad face outline with solid fill]
The performance of an AI/ML model needs to be constantly monitored.


Based on above analysis, to reduce overhead to existing 3GPP network and reaching a more realistic production in Rel-19, we think 3GPP (RAN2) should first focus on offline training, at least in Rel-18. Since model training is offline, following procedure does not require further 3GPP investigation:
· Location of model training
· Dataset for model training transfer over the air interface
· Model training complexity 
· Model training execution time and impact to system latency.
Proposal 4: RAN2 to capture above table comparing online/offline training in the TR. To simplify the discussion, RAN2 focus on offline model training in Rel-18.  
With the assumption of offline model training, to differentiate model delivery/transfer which representing air interface model exchange, we here propose to define another concept, namely model deployment, to represent deploying a trained/validated/tested AI/ML model from offline model training entity to the model deployment entity. How model deployment is performed is also out of 3GPP scope.
Observation 2: Model deployment is to deploy a trained/validated/tested AI/ML model from offline model training entity to the model deployment entity. It can be out of 3GPP scope.
Model Storage
Regardless the location of model training, since LCM includes model switching functionality, it is possible for one entity to store multiple trained models with different meta information for the same use case. The main benefit to store a model at another network entity (rather than keeping it offline) is to provide a quick switching and deployment among multiple models. To further understand specification impact on model transfer and delivery, the location of the model storage needs further discussion. 
It was agreed in RAN1 #112 meeting that the model could either be stored inside 3GPP network or outside of 3GPP network. By jointly consider one-sided model and two-sided model defined by RAN1, following options can be further discussion case by case:
	
	NW-sided model
	UE-sided model
	Two-sided model
	Specification Impact (model delivery) 
	Related other WGs

	Option 1: outside of 3GPP
	Yes
	Yes
	Yes
	No specification impact
	N/A

	Option 2: OAM
	Yes
	Yes
	Yes
	Require model transfer within NW entity, e.g. from OAM to gNB if solution 1a and/or solution 1b is considered
	SA5, RAN3

	Option 3: CN
	Yes
	Yes
	Yes
	Require model transfer within NW entity, e.g. from CN to gNB if solution 1a and/or solution 1b are considered
	SA2

	Option 4: gNB
	Yes
	Yes
	Yes
	Yes (on DRB establishment at NG-RAN)
	SA2

	Option 5: UE
	No
	Yes
	Yes
	Yes (model transfer from UE to gNB)
	


The detailed analysis on the combination between model storage location and model delivery method is discussed in the companion contribution [2].
Proposal 5: Model Storage location can be different from model training. RAN2 to consider following five options to store a trained/validated/tested AI/ML model for model delivery: 1) outside of 3GPP 2) OAM 3) CN 4) gNB 5) UE.
Model monitoring and model inference
Based on above proposed LCM framework, the outcome of model inference is taken as the input for model monitoring. For NW-sided model, to reduce signaling overhead across different NW entities (between CN and NG-RAN), it is proposed to collocate model monitoring and model inference functionality at the same network entity, i.e. collocated at NG-RAN for CSI/BM use case, and collocated at CN for positioning use case.
Proposal 6: For NW-sided model, model monitoring is co-located with model inference.
On the other hand, different from NW-sided model, when model inference is located at UE-side (either UE-sided model or two-sided model), model monitoring can locate at either the same entity or different entity with model inference. Compared with monitoring model performance at the UE side, NW may prefer to monitor the performance on its own with more trust and reliability.
Proposal 7: When model inference located at UE side, model monitoring can either locate at NW side or locate at UE side.
LCM functionality and entity mapping
In this section, we further discuss the possibilities of entity mapping based on above proposed LCM framework.
NW-sided Model


RAN2 impact: data collection from UE to NG-RAN to support model monitoring and model inference.
UE-sided Model + Level x


RAN2 impact: no RAN2 impact.
UE-sided Model + Level y
Option 1: Model monitoring at UE side


RAN2 impact: Configuration on how UE perform model monitoring (general guidance/policy from NW).
Option 2: Model monitoring at gNB side


RAN2 impact: 1) data collection from UE to NG-RAN to support model monitoring 2) model inference outcome report from UE to NG-RAN 3) signaling support for model activation/deactivation/switching 4) configurations for data reporting
Two-sided Model + Level z
In this section, we show how LCM functionalities are mapped to different network entities. Note that UE-sided model + level z shares the same RAN2 impact and entity mapping, except there’s no model inference at NW side.
Observation 3: Except model inference at NW side, UE-sided model with level z share the same LCM entity mapping and RAN2 impact with two-sided model with level z.
Model monitoring at gNB side


RAN2 impact: 1) data collection from UE to NG-RAN to support model monitoring 2) model inference outcome report from UE to NG-RAN 3) signaling support for model activation/deactivation/switching 4) configurations for data reporting 5) model transfer from NG-RAN to UE (in any format, including parameter, proprietary model format, open format, etc)
Model monitoring at UE side


RAN2 impact: 1) data collection from NG-RAN to UE to support model monitoring 2) signaling support for model activation/deactivation/switching with NW participation in the final decision 3) configurations for data reporting, activation/deactivation/switching trigger event, etc 4) model transfer from NG-RAN to UE (in any format, including parameter, proprietary model format, open format, etc)
Proposal 8: RAN2 to consider above analysis on LCM entity mapping and specification impact as baseline in the TR.
Conclusion
In this contribution, we analyze the general architecture and model ID related open issue with following observation and proposal:
Model ID
Observation 1: RAN2 agreed “Model ID” covers model identification and functionality identification defined by RAN1.
Proposal 1: Following meta information as model description are considered for Model ID:
· Applicable scenario, configuration, site information
· Computational complexity: FLOPs, level of pre-/post-processing
· Model complexity: number of real-value model parameter, number of real-value operations
· Model size
· Model performance: Model accuracy, model bias, model variance
· Supported use case
Proposal 2: RAN2 to consider following two structures of Model ID:
Option 1: Model ID is a physical identifier and the corresponding model meta information.
Option 2: Model ID is a physical identifier, where the association with model’s meta information is maintained by a mapping table either offline or standardized.
LCM framework
Proposal 3: Support a modification of the RAN3 functional framework (TR 37.817) by using components according to the agreed terminology in RAN1. Taken the proposed general framework as baseline for RAN2 discussion.
Online/offline training
Proposal 4: RAN2 to capture below table comparing online/offline training in the TR. To simplify the discussion, RAN2 focus on offline model training in Rel-18.  
	
	Offline training
	Online training

	Complexity of training
	Low. [image: Smiling face outline with solid fill]
The weights and parameters of the model are updated while simultaneously attempting to lower the global cost function using the data used to train the model. The machine learning model is trained and updated continuously until it is in a state of readiness for deployment or the use case that it’s designed for.
	High. [image: Sad face outline with solid fill]
The changes of weights and parameters that occur at a given step are dependent on the example that’s being shown. If the model has already been deployed, the model’s current state might also be a factor. The machine learning model is continuously exposed to fresh data and is able to continuously improve through learning.

	Training Data
	Big data set is required to modify the entire model at once. [image: Sad face outline with solid fill]
	Real-time data[image: Smiling face outline with solid fill]

	Required training time
	Time-consuming[image: Sad face outline with solid fill] 
It requires to process a big data stream.
	Time-efficient[image: Smiling face outline with solid fill]
The model can be tuned with new available data in real-time. 

	Computational power
	Low[image: Smiling face outline with solid fill]
The model can be trained incrementally.
	High [image: Sad face outline with solid fill]
The model is trained continuously.

	Production
	Easy[image: Smiling face outline with solid fill]
	Difficult[image: Sad face outline with solid fill]

	Scalability
	Easy[image: Smiling face outline with solid fill]
The performance of the system can be maintained by replacing one AI/ML model to another.
	Difficult [image: Sad face outline with solid fill]
The performance of an AI/ML model needs to be constantly monitored.


Observation 2: Model deployment is to deploy a trained/validated/tested AI/ML model from offline model training entity to the model deployment entity. It can be out of 3GPP scope.
Proposal 5: Model Storage location can be different from model training. RAN2 to consider following five options to store a trained/validated/tested AI/ML model for model delivery: 1) outside of 3GPP 2) OAM 3) CN 4) gNB 5) UE.
Proposal 6: For NW-sided model, model monitoring is co-located with model inference.
Proposal 7: When model inference located at UE side, model monitoring can either locate at NW side or locate at UE side.
Observation 3: Except model inference at NW side, UE-sided model with level z share the same LCM entity mapping and RAN2 impact with two-sided model with level z.
Proposal 8: RAN2 to consider above analysis on LCM entity mapping and specification impact as baseline in the TR.
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