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1 Introduction
A new agenda item was added for RAN2#121bis-e regarding data collection aspects.
	7.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification of Models, other framework aspects, impact on RAN2. Most of LCM is in RAN2 scope.
Both general aspects and use-cases specific aspects are applicable (for use cases in scope). Aspects of on-line/real-time training are deprioritized at current meeting. Please input to 7.16.2.x
7.16.2.2	Data Collection 
Expect to continue evaluation, e.g. evaluation of cases / methods wrt different LCM purposes. Determine which tangible issues if any (e.g. performance aspects) should/could be considered for later decisions on data collection. 



Initial assumption that was made in the previous RAN2#120 meeting:
	AIML methods:
· R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
· R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
· It is allowed to discuss/determine that functionality can be done outside 3GPP system scope, i.e. OTT server. NO agreement for now on the specifics due to long discussion.
· Proposal (modified) Requirements for Data collection should include data collection for model updates / offline training, and non-real-time monitoring (for decision to retrain etc)
· For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions




The post email discussion [4] in RAN2#120, the following proposals were loosely agreed. 
	Proposal 1	RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.
Proposal 2	Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.
Proposal 3	RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.
Proposal 4	Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.
Proposal 5	When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.
Proposal 6	Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.
Proposal 7	Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8	For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary.



Other agreements related to data collection in RAN2#121 [5, 6, 7] are as follows:
	R2-2300708	Open issues on AI/ML model delivery and data collection in post-meeting email discussion	Apple	discussion	Rel-18	FS_NR_AIML_air
The table in this doc is endorsed as starting point
R2-2302286 	Summary of [AT121][025]: Progress table of analyzing data collection framework (Apple)	Apple
Endorse the table as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose 



In this contribution, we will discuss the mapping of data collection frameworks with model/functionality life cycle management also signalling aspects of these frameworks for use cases.
2 Discussion
2.1 Mapping with different LCM operations
The data collection frameworks that are compared in the table endorsed as a starting point for RAN2 discussion of data collection [5] exhibit several advantages in terms of enabling the collection of data needed for a myriad of LCM procedures. The extensions of these frameworks to enable data collection for every LCM procedure need to be further studied in RAN2. For instance, the proposed frameworks for study do not account for data or, particularly, physical layer measurements collected as inputs to the model. 
Observation 1: The column headers in the table endorsed as a starting point for RAN2 discussion of data collection [5] commonly refer to reports and RRC message size limitations, which may not be as relevant for model inputs that are physical layer measurements. 
For model outputs, these data collection frameworks could be considered.
Observation 2: The inference procedure requires inputs to a model and produces outputs(s) from the model. The current discussion seems to relate only to the output of the model.
Proposal 1: Separately consider the collection of data as input to the model from data as output from a model when studying data collection.
MDT has been discussed in the past several meetings as a potential data collection framework. For data collection terminating in network entities to which the UE has a direct connection, such as the gNodeB and LMF, other legacy data collection frameworks may be better suited. However, particularly for monitoring and offline training, MDT could facilitate the transfer of collected data to other network entities such as the NWDAF.
Observation 3: Mapping each data collection framework to LCM operation could help facilitate more specific discussion on the pros and cons of each framework. The table below could be used as a starting point to collect other company views. 
	Frameworks
	Inference (Output)
	Monitoring
	Offline training

	Immediate MDT
	MDT as a target for the output of inference isn’t useful because the UE can directly report its inference to the network entity (e.g., the gNodeB or LMF) that initially requested it. 
	Supported in the gNodeB
Supported in core network and possibly the NWDAF. Could be latency limited.
From 23.288, section 6.5.4 [8]: “The NWDAF may collect MDT input data per individual UE from OAM”
	Supported in the gNodeB 
Supported in the core network and possibly the NWDAF without a latency limitation.
Supports location as a label, at least.



Observation 4: MDT could be used to deliver data to the NWDAF for the purpose of monitoring and/or training.
Proposal 2: Integrate LCM procedure mapping aspects, including for MDT as discussed in the table above, into the data collection frameworks comparison table [5].
2.2 Signalling impacts of Data collection
2.2.1 General Aspects 
While the data types and data volume required for model training, monitoring, and inference are use case specific, legacy measurement reporting frameworks could be extended for AIML data collection. Minimization of drive tests (MDT) [2, 3] could be used as an example to augment use case specific frameworks such as RRC measurement reporting, CSI reporting, and LPP location information and assistance data because of the way that it facilitates the storage of data collected over a period of time, whereas the other mentioned frameworks are generally used for instantaneous decisions and the data is discarded after its use.

MDT supports two modes: immediate and logged [2]. In the immediate mode, the gNodeB is configured to request RRC measurement reports including location information from the UE, store them for the duration of the logging interval, and then forward the results to a trace collection entity (TCE). In logged MDT, the IDLE/INACTIVE mode UE stores logging data locally and transmits the dataset to the gNodeB upon entering CONNECTED mode. The dataset is forwarded to the TCE the same way. The caveat is that the TCE is deployed at the OAM or the gNodeB, and the OAM instructs the AMF to configure the gNodeB for MDT.

To adapt MDT to support data collection in the UE, LMF or other network entities, other working groups would need to be involved to potentially expand the scope of MDT control, the datatypes collectible by MDT, and to support more TCE hosts.

Observation 5: Except for MDT, the legacy data collection frameworks do not store data, but use the data to make real-time decisions.

Observation 6: When evaluating the legacy data collection frameworks, it may be useful to first consider the entities where the frameworks terminate (e.g., L3/RRC measurement reporting terminates at the gNodeB) when deciding whether they are suitable for each LCM, and further decide whether the collected data should be forwarded to other network entities.

Proposal 3: Study whether the legacy data collection frameworks terminate their data in sufficient network entities or whether the reach of the data needs to be extended (e.g., forwarding measurements from the gNodeB or LMF to other entities for monitoring and/or training).

2.2.2 CSI feedback enhancement
According to RAN1#112, the following agreement was made.
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
Signaling for triggering the data collection



The CSI feedback includes parameters like Channel Quality Indication (CQI), Precoding Matrix indices (PMI), rank indicator (RI). UE measures the CSI reference signal (CSI-RS) sent by the gNB, computes the CSI parameters, and reports to gNB as feedback. For CSI Feedback Enhancement use cases (both CSI Compression and CSI prediction), data collection procedures are needed at least for training, performance monitoring, and inference. In order to use the existing data collection frameworks, data requirements are being discussed in RAN1. Therefore, in RAN2, we can identify the signalling, configurations, and protocols to facilitate the data needed for various LCM operations.   
Observation 7: RAN2 can identify the signalling, configurations, and protocols to facilitate the collection of the needed data for various LCM operations.   
Proposal 4: In CSI feedback enhancement use cases, the following frameworks can be studied separately for data collection for model monitoring and model inference:
· MDT and SON
· UE assistance information (defined in RRC-spec)
· RRC measurement reports
· CSI reporting framework

The CSI acquisition and signalling framework of NR provides a flexible mechanism for CSI measurement and reporting. This framework consists of configuration and triggering for CSI-RS transmissions as well as CSI reporting. There are three types of CSI-RS transmissions: periodic, semi-persistent and aperiodic. CSI reporting also can be periodic, semi-persistent and aperiodic. The NR specification TS 38.214 defines the triggering mechanisms for the various types of CSI-RS transmissions and reporting. UE measures the CSI-RS resources configured by the gNB to determine the CSI. These CSI measurements can be used to generate the input for the various LCM operations (such as monitoring, inference, ) in the UE-side AI/ML models of CSI compression and CSI prediction use cases. Moreover, since the NW obtains the measurement reports of CSI-RS resources from UE, these reports can serve as input data for NW-side data collection. Such NW-side data collection may be required   for monitoring the AI/ML model by the network.
Observation 8: CSI acquisition and signalling framework of legacy NR has many functionalities (configuration, reporting and associated signalling) which may be leveraged for the different LCM operations in the AI/ML models for CSI feedback enhancements.
Observation 9: CSI measurement procedures in NR can be leveraged to generate the input for the various LCM operations in the UE-side AI/ML models of CSI feedback enhancement use cases.
Observation 10: CSI measurement and reporting procedures in NR can be leveraged to generate the input for the various LCM operations in the NW-side for AI/ML models of CSI feedback enhancement use cases.
Proposal 5: RAN2 to study the CSI resource configuration and measurement procedures in legacy NR as a baseline for configuring the data collection in the UE-side AI/ML models of CSI feedback enhancement use cases.
Proposal 6: RAN2 to study the feasibility of using the CSI acquisition and signalling framework of legacy NR in TS 38.214 as the baseline for the different LCM operations for both UE-side and NW-side AI/ML models for CSI feedback enhancements.

2.2.3 Beam Management
Legacy NR beam management framework defines beam measurement and reporting procedures for providing gNB knowledge about feasible DL and UL beams for the UE. The gNB can configure a UE for L1-RSRP measurement of up to 64 downlink beams. For the downlink beam management gNB uses P1, P2 and P3 processes defined in TR 38.802. In P1 process, gNB periodically sweeps its Tx beams from which the UE may select a coarse beam; the P2 process is an aperiodic gNB Tx beam sweeping of selected gNB Tx beam candidate set for beam refinement. P3 process is used for UE-side receiver beam refinement where the gNB repeatedly transmits the same beam. 
As part of the Rel-18 study item on AI/ML for air interface, one key use case for AI/ML is beam prediction for enhancing beam management performance and/or reducing the associated overhead due to CSI-RS resources and/or reporting overhead.  AI/ML-based beam prediction involves predicting the best beam(s) or predicting the ranking or other quantities (i.e., RSRP(s)) of all beams based on a limited set of measurements. Two variants of AI/ML-based beam prediction are being studied in RAN1: spatial-domain beam prediction (BM Case 1) and temporal-domain beam prediction (BM Case 2).  Both variants may require spec impact for RAN2.
In 3GPP For both variants of AI/ML-based beam prediction described above, the following aspects may result in specification impact for RAN2: data collection for model training, model inference, and model monitoring.  
In the AI/ML based Beam Management use cases, the AI/ML model predicts beams from Set A, the predicted set of beams, based on the measurements of beams from Set B, the measured set of beams. Data collection for the Beam Management use cases BM-case1 and BM-case2 requires L1-RSRP measurement of the Set A beams, Set B beams or both, for both UE-sided and NW-sided ML model. Beam sets to be measured depends on the LCM operations as follows:
	
	Beam sets measurements at UE side for input 

	Training
	Set A and Set B

	Inference
	Set B

	Monitoring
	Set A and Set B



In the NW-side model, the requirements for beam measurement reporting depends on the LCM function as follows:
	
	Beam sets measurements to be reported 

	Training
	Both Set A and Set B

	Inference
	Set B

	Monitoring
	Set B needs to be reported; For the Set A, all beams or the Top K beams may be reported.



It is conceivable that, the NR beam measurement framework can be used to configure measurements of Set A and Set B beams for data collection for the various LCM operations of the AI/ML beam management use cases.
For the NW-side or UE-side beam prediction, we assume data collection for model training, validation, and/or testing shall be carried out in an offline manner than implementing an over-the-air framework to support data collection for model training. 
Proposal 7: In beam management use case, RAN2 can focus on the discussion of the following data collection framework for performance monitoring and inference:
· SON
· MDT
· UE assistance information (defined in RRC-spec)
· RRC measurement reports

2.2.4 Positioning
It has been discussed in an email discussion after RAN2 #120, [054][AIML18] Data Collection, that LTE Positioning Protocol (LPP) [4] and Minimization of Drive Tests (MDT) [5] are two possible candidates for configuring and collecting data for training and monitoring in positioning use case. LPP is a natural choice because its functions are already positioning centric, and it is the mechanism used for configuring and acquiring measurements for legacy positioning.
LPP defines a base set of messages [4], which are common across all positioning methods. To transmit assistance to a UE, a UE sends a RequestAssistanceData and the LMF responds with ProvideAssistanceData. To transmit a location estimate or intermediate parameters to the LMF, the LMF sends a RequestLocationInformation, and the UE responds with a ProvideLocationInformation. Based on the direction of the data, one of these base message sets should be used regardless of the AIML operation: inference; training; or monitoring.
Data collection aspects related to AIML positioning considering training, inference and monitoring are discussed in the following.
Inference
	Agreement (RAN1#111)
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP).



For inference in a UE-side model for direct or assisted AIML positioning (Case 1, Case 2a), the UE would make measurements to estimate its position or intermediate parameters and transmit the location estimate or intermediate features to the LMF. It is noted that the cases considered by RAN1 (Case 1 to Case 3) deal with one-sided ML models and hence the output of UE-sided model in UE-assisted positioning (Case 2a) is expected to be only intermediate parameters of positioning.  On the other hand, for inference in an LMF-side model, as in Case 2b, the LMF would request location information (measurements) from the UE and use it to calculate a location estimate using an AIML model.
To support inference for AI/ML positioning for cases 1 and 2a, the RequestLocationInformation and ProvideLocationInformation IEs should be extended in new AI/ML positioning methods to obtain a location estimate or intermediate features from the UE. RequestLocationInformation and ProvideLocationInformation will be needed for case 2b, but note that inference will happen in the LMF. Case 3 is partially out of scope because NRPPa communication between the gNodeB and LMF is involved. However, existing RRC measurement configuration signaling can be reused and extended for AI/ML. For AI/ML assisted positioning, there is support in RAN1, shown in the agreement above, for reusing LPP and NRPPa.
Observation 11: LPP RequestLocationInformation and ProvideLocationInformation IEs can be extended to support exchange of intermediate features to be used for AI/ML-assisted positioning in Case 1 and Case 2.
Training
During RAN1#112, the following agreements were made for training in AI/ML positioning.
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
E.g., requested quality of training data




As stated in the agreement above, RAN1 has identified the following entities for generating and providing training data.
· PRU: to provide labels for UE-assisted and UE-based positioning, and any other training data that the ML model may require (cases 1 and 2)
· UE: to provide labels using RAT or non-RAT location estimates (cases 1 and 2)
· TRP: to provide labels for NG-RAN assisted positioning (case 3a and 3b)
To support the transmission of ground truth labels in direct positioning (UE location) and in assisted positioning (intermediate parameters), LPP must be able to include a ground truth label alongside measurements. For the transmission of training data to an LMF-side model, RequestLocationInformation and ProvideLocationInformation should be used. For the transmission of training data to a UE-side model, RequestAssistanceData and ProvideAssistanceData should be used. In both cases, field(s) containing the ground truth label need to be defined. Cases 1 and 2 are well-supported by this proposed enhancement.
To allow for the transmission of larger quantities of training data, the LPP protocol allows for segmentation of messages through the SegmentationInfo IE of the LPP message [4].
Observation 12: LPP supports segmentation of larger messages, which should enable the transmission of larger quantities of training data.
Monitoring
For monitoring, only cases 1 and 2 with a UE-side model can be considered by RAN2. To validate a model, the LMF could send to the UE measurements made by a PRU, and in response, the UE would send a location estimate to the LMF for analysis. In LPP today, measurements are sent one-way from a UE to the LMF, so an adaptation would have to be made so that measurement data could be sent to the UE. Along with an identifier that would tie the location estimate to the monitoring measurement data, the UE would send its location estimate to the LMF to facilitate the monitoring function.
According to the RAN1-111 agreements, the model monitoring data may potentially include estimated UE location, estimated intermediate parameter(s) corresponding, ground truth label corresponding for direct AI/ML and AI/ML assisted positioning.
Proposal 8: Study LPP extensions to facilitate data collection aspects related to training, inference, and monitoring for positioning use case.
Proposal 9: Study LPP extension to Provide and RequestAssistanceData messages for AIML data collection procedures for that transmit data from the LMF to the UE.
Proposal 10: Study LPP extension to Provide and RequestLocationInformation messages for AIML data collection procedures that transmit data from the UE to the LMF.


3	Conclusion
In this contribution we have discussed the mapping of data collection frameworks with model/functionality life cycle management, and signalling aspects of these frameworks for use cases.
Based on the discussion, the following observations are made:
Observation 1: The column headers in the table endorsed as a starting point for RAN2 discussion of data collection [5] commonly refer to reports and RRC message size limitations, which may not be as relevant for model inputs that are physical layer measurements. 
Observation 2: The inference procedure requires inputs to a model and produces outputs(s) from the model. The current discussion seems to relate only to the output of the model.
Observation 3: Mapping each data collection framework to LCM operation could help facilitate more specific discussion on the pros and cons of each framework. The table below could be used as a starting point to collect other company views. 
Observation 4: MDT could be used to deliver data to the NWDAF for the purpose of monitoring and/or training.
Observation 5: Except for MDT, the legacy data collection frameworks do not store data, but use the data to make real-time decisions.

Observation 6: When evaluating the legacy data collection frameworks, it may be useful to first consider the entities where the frameworks terminate (e.g., L3/RRC measurement reporting terminates at the gNodeB) when deciding whether they are suitable for each LCM, and further decide whether the collected data should be forwarded to other network entities.

Observation 7: RAN2 can identify the signalling, configurations, and protocols to facilitate the collection of the needed data for various LCM operations.
Observation 8: CSI acquisition and signalling framework of legacy NR has many functionalities (configuration, reporting and associated signalling) which may be leveraged for the different LCM operations in the AI/ML models for CSI feedback enhancements.
Observation 9: CSI measurement procedures in NR can be leveraged to generate the input for the various LCM operations in the UE-side AI/ML models of CSI feedback enhancement use cases.
Observation 10: CSI measurement and reporting procedures in NR can be leveraged to generate the input for the various LCM operations in the NW-side for AI/ML models of CSI feedback enhancement use cases.
Observation 11: LPP RequestLocationInformation and ProvideLocationInformation IEs can be extended to support exchange of intermediate features to be used for AI/ML-assisted positioning in Case 1 and Case 2.
Observation 12: LPP supports segmentation of larger messages, which should enable the transmission of larger quantities of training data.
Based on the discussion, the following proposals are made:
Proposal 1: Separately consider the collection of data as input to the model from data as output from a model when studying data collection for inference.
Proposal 2: Integrate LCM procedure mapping aspects into the data collection frameworks comparison table [5].
Proposal 3: Study whether the legacy data collection frameworks terminate their data in sufficient network entities or whether the reach of the data needs to be extended (e.g., forwarding measurements from the gNodeB or LMF to other entities for monitoring and/or training).

Proposal 4: In CSI feedback enhancement use cases, the following frameworks can be studied separately for data collection for model monitoring and model inference:
· MDT and SON
· UE assistance information (defined in RRC-spec)
· RRC measurement reports
CSI reporting framework

Proposal 5: RAN2 to study the CSI resource configuration and measurement procedures in legacy NR as a baseline for configuring the data collection in the UE-side AI/ML models of CSI feedback enhancement use cases.
Proposal 6: RAN2 to study the feasibility of using the CSI acquisition and signalling framework of legacy NR in TS 38.214 as the baseline for the different LCM operations for both UE-side and NW-side AI/ML models for CSI feedback enhancements.
Proposal 7: In beam management use case, RAN2 can focus on the discussion of the following data collection framework for performance monitoring and inference:
· SON
· MDT
· UE assistance information (defined in RRC-spec)
· RRC measurement reports

Proposal 8: Study LPP extensions to facilitate data collection aspects related to training, inference, and monitoring for positioning use case.
Proposal 9: Study LPP extension to Provide and RequestAssistanceData messages for AIML data collection procedures for that transmit data from the LMF to the UE.
Proposal 10: Study LPP extension to Provide and RequestLocationInformation messages for AIML data collection procedures that transmit data from the UE to the LMF.
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Appendix
Table A-1: Progress table of analyzing data collection framework (Apple)	Apple [5].
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic report and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message




Note:
* The payload size doesn't consider signaling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g. entering CONNECTED state, report interval)
****Air interface signaling latency is the latency to transmit one report, e.g. RRC signaling latency or PUCCH signaling latency.   


