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1 Introduction
A new agenda item was added as of RAN2#121-bis-e for AIML architectural aspects.
	7.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification of Models, other framework aspects, impact on RAN2. Most of LCM is in RAN2 scope.
Both general aspects and use-cases specific aspects are applicable (for use cases in scope). Aspects of on-line/real-time training are deprioritized at current meeting. Please input to 7.16.2.x
7.16.2.1	Architecture General
Model ID: 1a. Attempt to agree a list of cases for which a model ID shall/should be used. 1b. Can discuss also model meta-data that can be useful and the detailed cases/contexts of such usefulness. Should take into account R1 progress if any. At current meeting: No need to discuss whether metadata is a sub-part of a structured model ID or whether we have other IDs, algorithm ID, function ID etc. 
Mapping of Functionality to entities. 2: Identification of justifications and issues (tangible) that need the definition of architecture, function mapping, and possibly later 3GPP procedure support (e.g. a: for cases of off-line training, is there any reason to specify where training takes place, e.g. b: for cases of network-only models, what support in 3GPP specifications is expected … etc). 3: Review of RAN1 logical/functional architecture (can also consider other inspiration e.g. from R3 SA2), with logical/functional entities their relation etc. 4: At this meeting, expect that the detailed mapping to physical entities is discussed per functionality (for Data Collection, for Model tranfser/delivery, per LCM purpose etc) as below.



In this paper, we will discuss architectural aspects related to the model and functionality identification, and model-based and functionality-based LCM for ML-enabled features and functionality support indication.
2 Discussion
In RAN1#111 [1], the following agreements were made regarding the Model and Functionality.
	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 



In RAN1 #112 [2], the following agreements were made regarding the Model and Functionality.

	For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 





The previous working assumption and the agreements in RAN1 #111 and RAN1 #112 have introduced two different ML-related identification types: functionality identification and model identification. These agreements define a very large extent to the 3GPP framework of AI/ML for Rel-18. Figure 1 illustrates the usage of functionality and model identification with applicable conditions information. In Figure 1 we also show the potential use of the applicable conditions, which have been discussed in RAN1. An ML enabled feature, which could be one of the use cases defined in Rel-18 AIML SI, can contain a list of active or inactive functionalities identified by a "Subset #X of applicable conditions”. Each functionality may not prevent individual applicable conditions to be re-used in different sets and/or different functionalities. One or more models within a functionality may be configured for the given subset of applicable conditions.  

[image: ]
[bookmark: _Ref118389082]Figure 2-1: ML-enabled Feature: The usage of Functionality and Model ID with applicable conditions information.
In RAN2#121, the following agreement was made regarding the model ID.

	RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified.



According to our view, an ID is an index or an identifier which can be used to identify an element or a component. In RAN2 context, model ID is an identifier for an AI/ML model, “A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs” defined by RAN1 (See Table 5-1 in Appendix). This identifier can contain, for example, a string of bits. RAN2 first understand what to be encoded in a model ID. Moreover, what information the model ID will be associated with is still to be clarified. 

Proposal 1: In RAN2, for model ID or functionality ID, ID means a number or a single-dimensional label.

From the definition of the RAN2 agreement, we need to clarify the scope of the ‘global’ and ‘unique’ model ID. For both UE-sided models with network-aware model-based LCM, and UE-part of two-sided models, a globally unique model ID could be required to support at least the following:
· Querying the UE for available models
· Mapping each model to its associated information stored at the UE and in the network
· Model switching within the same functionality ID
· Model activation and deactivation at a fine-grain level

The globally unique model ID can be further mapped to a model index used for MAC and RRC signalling once the network and UE have synchronized their states (e.g., a common understanding of which models are available at the UE).

The model ID and functionality ID serve different, but necessary purposes. For model transfer/delivery, there must be a way for the UE to first check if the model has already been downloaded, and then a way for the UE to store the status of its models so that it can later indicate to the network that the model has been downloaded to the UE. Within a functionality ID grouping, the model ID could be used by the network to activate, deactivate, or switch AIML models. If there is only one functionality ID which supports multiple models, then there is no way to differentiate between AIML models sharing a functionality ID.

Observation 1: The model ID could be used to synchronize the state of models available at the UE with the network by supporting a query mechanism, mapping of models to their associated information, model switching within a functionality ID and model activation and deactivation at a fine-grain level.

Based on the above discussion it seems that at least for AIML model transfer/delivery to a UE, the full, globally unique, model ID could be transmitted with the AIML model for the purpose of identifying the downloaded or pre-provisioned AIML model on the UE and for the UE to transmit its available models to the network. Hence, the model ID facilitates the registration of ML models with the network in a reliable manner.

Observation 2: One purpose of the Model ID could be to enable registration of ML models in the NR air interface.

Once the ML model(s) are registered and after the initial delivery of the AIML model to the UE or after the UE signals its available models to the network, a (temporary) model index, mapped to the globally unique model ID, can be used to support LCM operations, for example, in RRC or MAC signalling.

Observation 3: A temporary model ID, or model index, mapped to the globally unique model ID, could be used to support LCM operations, for example, in RRC or MAC signalling.

According to RAN1 definition, functionality identification is to identify an AI/ML functionality for the common understanding between the NW and UEs. The network can configure the UE with one or more functionality to operate/control ML enabled features according to the applicable conditions reported by UE. Whether an identifier is attached to the functionality, the format and any meta information related to functionality are still not clearly discussed in RAN1 and requires further study.  

Observation 4: The network can configure the UE with one or more functionalities to operate/control ML enabled features according to the applicable conditions reported by UE.

Observation 5: Whether an identifier will be attached to the functionality, the format and any associated information related to functionality are still not clearly discussed in RAN1 and requires further clarification.

The purpose of Model ID and functionality ID is different and depends on the LCM procedure. Table 2-1 below starts to explore a selection of LCM procedures and how the use of model ID and functionality ID differ in use.

[bookmark: _Ref131594625]Table 2-1: The se of functionality ID and model ID per LCM operations.
	LCM procedure
	Model ID
	Functionality ID

	Inference
	
	Inference should be performed for the currently selected model for a functionality.

	Monitoring
	Model or vendor specific monitoring.
	Standardized monitoring procedures based on configuration and capability exchange.

	Deactivation
	
	Deactivation will apply to whichever model is active within a functionality. Presumably only one model can be active at a time for a functionality.

	Switching
	Model ID is required to indicate to which model to switch. Even if this is an index in the UE, the index is mapped to a model that the network knows about for switching.

Possibility that each model ID is validated by the network to be made eligible for switching.
	Could be used to switch between functionalities that serve a similar purpose, or for fallback. But fallback is likely more similar to deactivation.

	Transfer / Delivery
	Enable to transfer/delivery the specific model within a feature (use case).

The model ID is required to uniquely identify the model file on the UE.
	





Proposal 2: RAN2 to clarify how and for which LCM procedures the functionality ID and model ID are applicable.

Proposal 3: RAN2 to use the table provided as a starting point for discussing the use of functionality ID and model ID per LCM procedure.

2.2 UE ML-related support indication
2.2.1 Common ML-Related Support Signalling
In the current implementations, the NW can have AI/ML functionalities that are transparent to the UE and vice versa. However, when considering AI/ML functionalities for the air interface that impact specifications and are not transparent to other entities (i.e., UE, NW), it is important that both the NW and the UE to realize that an ML enabled feature exists in the other entity. Therefore, signalling is required to indicate that the UE has the capability for any functionality within ML-enabled features. 
For example, a UE may support two different ML-enabled features that have an impact on the air interface: a) beam prediction in the spatial domain with inference at UE side and b) CSI compression with a two-sided model. The UE may indicate support for these in capability reporting messaging. RAN2 could focus on the enablement of this, i.e., when/where to indicate the supported features, how to identify ML-enabled feature (whether we need a standardized list of ML-enabled features in the spec), and what kind of information to be included in the indication.
Proposal 4: RAN2 to study extensions to the RRC capability exchange procedure to indicate static capabilities for AIML enabled features.
Proposal 5: RAN2 to study extensions to the UE assistance information exchange procedure to indicate semi-static capabilities for AIML enabled features.
2.2.2 Positioning Specific ML-Related Support Signalling
During RAN1#110bis-e, 5 positioning use cases were agreed [3]: 
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
The following ASN.1 can be used as an example to show how AIML related capabilities can be signaled in LPP. In this example, UE-side positioning AIML cases have been added. These are case 1, which includes AIML-direct positioning and AIML-assisted direct positioning (e.g., the AIML model produces an intermediate feature used by the UE to calculate its position), and case 2a, which is AIML-assisted positioning. Additions to posModes are bolded in Figure 2.
-- ASN1START

PositioningModes ::= SEQUENCE {
	posModes		BIT STRING {	standalone	(0),
									ue-based	(1),
									ue-assisted	(2),
									ue-based-aiml-direct (3),    -- case 1 direct
									ue-based-aiml-assisted (4),  -- case 1 assisted
									ue-aiml-assisted (5),		 -- case 2a assisted
	} (SIZE (1..8)),
	...
}

-- ASN1STOP
Figure 2: Example Extensions to posModes
AIML enhancements to legacy positioning methods, for both direct and assisted methods can be implemented through the extension of legacy messaging, and through signalling new AIML posModes.
Observation 6: LPP signals modes such as standalone, UE based, and UE assisted, which could be expanded for AIML capability signalling.
Proposal 6: Study introduction of UE based AIML direct, UE based AIML assisted, and UE AIML assisted as new positioning modes to support cases 1 and 2a.
New AIML methods for positioning should be defined as positioning methods in LPP. For example, CIR positioning could be specified as NR-DL-CIR with posModes ue-based-aiml-direct and ue-aiml-assisted. For each new AIML method for positioning, IEs would be defined for AssistanceData, LocationInformation, CapabilityInformation, and messaging related to requesting and providing these.
Proposal 7: Study introducing extensions to LPP positioning measurements to support AI/ML-based positioning.
2.4 [bookmark: _Ref117506651]Lifecycle management 
RAN WG#1 #112 [B] has also agreed on way forward for two types of LCMs: functionality-based LCM and model-based LCM.
	Agreement
For UE-side models and UE-part of two-sided models:
· …
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

[FL4] Proposal 5-8i:
At least for UE-side models and UE-part of two-sided models, RAN1 to study
· How to define and study a (set of) applicable conditions for functionalities/[models].
· Note: Applicable conditions may be used to enable development of scenario/configuration/[site]-specific models [and, if needed, report the models’ applicability to the Network].
· Whether and how to define performance targets (possibly as a part of applicable conditions) for functionality/[models]
· Whether and how UE reports a (set of) applicable conditions for supported functionalities (and if needed, for supported models) and/or supported set of functionalities.




In general, the LCM framework is associated with a particular ML-enabled feature (see Figure 2-1) and defines the use of various functionalities and models needed to implement the ML-enabled feature. In the previous meetings in RAN1, we identified several modules in the functionality-based LCM and model-based LCM frameworks. Here we illustrate both LCMs. In Figure 2.4-1, we show a simplified overview of functionality-based LCM modules and the possible interactions among these modules. This framework is applicable regardless of the proprietary model or open model formats being deployed.  
Observation 7: Functionality-based LCM is needed regardless of ML models being proprietary or open-format and if the ML-enabled feature is not transparent over the NR air interface (collaboration levels y and z).
Moreover, there could be multiple ML models in different use cases and even within the same use case for different subset of applicable conditions identified by functionalities (see Figure 2-1). At a particular time instance, and for a particular use case (feature, in Figure 2-1), an entity, either gNB or UE, may select the best functionality and corresponding model among several available for inference. Therefore, as minimum, the identification of the functionality is required to perform LCM operations, such as selection, (de)activation, switching, monitoring of the functionalities. The subset of applicable conditions for a particular ML enabled feature can be identified by functionality. This allows us to uniquely identify the model(s) that are applicable to certain configuration.
Observation 8: A functionality identification process can be used to uniquely identify a functionality within the same ML-enabled feature and allow for (de)activation and switching of the functionality.

Proposal 8: RAN2 should align with RAN1 for common understanding of the functionality ‘applicable conditions’ to uniquely identify one or more ML functionalities with their associated information in the life cycle management procedures, as part of an ML-enabled feature.
We also illustrate model-based LCM in 2.4-2. In model-based LCM, there are more modules than in the functionality-based LCM. Thus, the signalling and configuration overhead may be more complicated in this layout. When it comes to multiple models LCM management in different ML enabled features or even within the same feature for different scenarios, it might be more challenging to manage model-based LCM operations. Only in some features, this framework might be useful. For example, in the spatial domain CSI compression use case, where two sided models are being used, an alignment will be required between the specific model running on each side, e.g., in the UE and the gNodeB. We show a simple overview of two-sided LCM (excluding the controller module) in Figure 2.4-3. 
[image: ]
[bookmark: _Ref131595035]Figure 2.4-1: An overview of functionality-based LCM (inference operating mode), applicable for both proprietary and open ML model formats.
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[bookmark: _Ref131595197]Figure 2.4-2: An overview of model- based LCM (inference operating mode), applicable for both proprietary and open ML model formats.
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[bookmark: _Ref131595300]Figure 2.4-3: An overview of two-sided model-based LCM.



3	Conclusion
In this contribution we have made further assessments of the AIML methods that are expected to be applicable to the study from a RAN2 perspective and their expected or potential architecture. We have also listed potential examples for the allocation of functionality to entities along with other framework aspects.
Based on the discussion, the following observations are made:
Observation 1: The model ID could be used to synchronize the state of models available at the UE with the network by supporting a query mechanism, mapping of models to their associated information, model switching within a functionality ID and model activation and deactivation at a fine-grain level.

Observation 2: One purpose of the Model ID could be to enable registration of ML models in the NR air interface.

Observation 3: A temporary model ID, or model index, mapped to the globally unique model ID, could be used to support LCM operations, for example, in RRC or MAC signalling.

Observation 4: The network can configure the UE with one or more functionalities to operate/control ML enabled features according to the applicable conditions reported by UE.

Observation 5: Whether an identifier will be attached to the functionality, the format and any associated information related to functionality are still not clearly discussed in RAN1 and requires further clarification.

Observation 6: LPP signals modes such as standalone, UE based, and UE assisted, which could be expanded for AIML capability signalling.

Observation 7: Functionality-based LCM is needed regardless of ML models being proprietary or open-format and if the ML-enabled Feature is not transparent over the NR air interface (collaboration levels y and z).

Observation 8: A functionality identification process can be used to uniquely identify a functionality within the same ML-enabled feature and allow for (de)activation and switching of the functionality.

Based on the discussion, the following proposals are made:

Proposal 1: In RAN2, for model ID or functionality ID, ID means a number or a single-dimensional label.

Proposal 2: RAN2 to clarify how and for which LCM procedures the functionality ID and model ID are applicable.

Proposal 3: RAN2 to use the table provided as a starting point for discussing the use of functionality ID and model ID per LCM procedure.

Proposal 4: RAN2 to study extensions to the RRC capability exchange procedure to indicate static capabilities for AIML enabled features.

Proposal 5: RAN2 to study extensions to the UE assistance information exchange procedure to indicate semi-static capabilities for AIML enabled features.

Proposal 6: Study introduction of UE based AIML direct, UE based AIML assisted, and UE AIML assisted as new positioning modes to support cases 1 and 2a.

Proposal 7: Study introducing extensions to LPP positioning measurements to support AI/ML-based positioning.
Proposal 8: RAN2 should align with RAN1 for common understanding of the functionality ‘applicable conditions’ to uniquely identify one or more ML functionalities with their associated information in the life cycle management procedures, as part of an ML-enabled feature.


4	References
[1] “Final Report of 3GPP TSG RAN WG1 #111 v1.0.0, Toulouse, France, 14th – 18th November 2022
[2] “RAN1 Chair’s Notes”, 3GPP TSG RAN WG1 #112, February 27th – March 3rd, 2023
[3] “Final Report of 3GPP TSG RAN WG1 #110bis-e v1.0.0”, Online, 10th-19th October 2022
5	Appendix
5.1 Working list of terminologies (defined by RAN1)
Table 5-1: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non-real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function
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