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[bookmark: _Ref488331639][bookmark: _Ref178064866]Introduction
In the last RAN2 meeting, the following issues for consistent LBT failure in SL-U have been discussed. This paper will have further discussions on the remaining issues. 
	Agreements on SL consistent LBT failure
1: 	Consistent LBT failure does not trigger the UE in RRC idle/inactive to enter RRC connected.
2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
3:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.



Discussion
Consistent LBT failure granularity
In last RAN2 meeting, the granularity of LBT failure indication has been agreed as RB set.
Agreements on SL LBT failure indication granularity
1: 	SL LBT failure indication granularity is per SL RB set.
The following issue is the granularity of consistent LBT failure, there are 2 options at this stage:
· Option-1: Consistent LBT failure is detected per-RB set;
· Option-2: Consistent LBT failure is detected per-resource pool;
For these 2 options, with option-1, the granularity of LBT failure indication and consistent LBT failure are same. So the consistent LBT failure counter and timer are defined and work per-RB set, it is more aligned with the NR-U mechanism.
With Option-2,  the granularity of LBT failure indication and consistent LBT failure are different. So the consistent LBT failure counter and timer are defined and work per-resource pool. Besides, according to RAN1 design, the mapping between RB set and resource pool can be M-to-N.
	Agreement
SL BWP, SL resource pool in R16/R17 NR SL and RB set in R16 NR-U are reused for SL-U as baseline
· Only one SL BWP is (pre-)configured within a carrier
· The SL BWP is (pre-)configured to include one or multiple SL resource pools
· At least support that one SL resource pool can be (pre-)configured to include integer number of RB sets
· FFS: whether/how to support one SL resource pool can include sub-set of PRBs of one RB set
· FFS: the applicable resource pool
· FFS: the impact on sub-channel size and number of sub-channels in a resource pool if sub-channel is supported
· PRBs within intra-cell guard band of two adjacent RB sets belong to a resource pool if the resource pool includes the two adjacent RB sets
· FFS details, e.g., how such PRBs are used, the applicable resource pool, etc.
· FFS: whether R16/R17 NR SL S-SSB slots and/or new S-SSB slots (if supported) are excluded from resource pool
· FFS: which slots belong to resource pool, e.g., how to set the value of bitmap, whether to consider SL-U/NR-U operating in the same carrier and whether TDD configuration are considered, etc.
FFS: the impact of PSCCH/PSSCH mapping to frequency resources on resource pool configuration, on sub-channel definition if sub-channel is supported, etc.


[bookmark: _Toc131698192]The mapping between the resource pool and RB set can be M-to-N.
Therefore, if one resource pool is associated with multiple RB sets, it is possible that some of the RB sets are really busy while the other RN sets are not, so either the trigger of consistent LBT failure at the whole resource pool causes the idle RB sets wasted or the UE keep selecting the resource located in the busy RB sets (due to no mechanism to prevent/mark to those RB sets triggering C-LBT) thus the transmission failure happens a lot.
So based on the above analysis, it is preferred that the consistent LBT failure is also detected per-RB set.
[bookmark: _Toc131698197]The granularity of SL consistent LBT failure detection is SL RB set.
Consistent LBT failure recovery
RAN2 has agreed on the following consistent LBT failure recovery mechanisms:
2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
3:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
In summary, the mechanisms are:
· For RRC_CONNECTED UE, it will send a MAC CE to indicate the consistent LBT failure to gNB;
· For Mode 2 UE, it will change the resource upon consistent LBT failure;
· Besides, RLF for all the UC link will be triggered if no available resources are not declared as consistent LBT failure.
Based on the consistent LBT failure granularity discussion in Proposal 2, for the 1st mechanism on reporting consistent LBT failure to gNB, it should be UE uses the MAC CE to report consistent LBT failure to the gNB, where the MAC CE indicates RB set where SL consistent LBT failure was declared, i.e., confirm the related WA for RRC_CONNECTED UE with removing the condition of “If SL LBT failure granularity is resource pool/RB set” and “SL pool/”.
[bookmark: _Toc131698198]Confirm the following WA by removing the condition of “If SL LBT failure granularity is resource pool/RB set” and “SL pool/”: 
[bookmark: _Toc131698199]- RRC CONNECTED UE uses the MAC CE to report consistent LBT failure to the gNB.
[bookmark: _Toc131698200]- the MAC CE indicates RB set where SL consistent LBT failure was declared.
For the resource change upon consistent LBT failure, the resource selection is performed by MAC and Physical layer together, so the resource change can be performed by either Physical or MAC. And considering,
· Consistent LBT failure is detected in MAC layer, so it is straightforward to handle the consistent LBT failure recovery in MAC;
· in legacy SL, sensing is performed per-resource pool, it is complicated to rely on physical layer to perform the resource change based on RB-set.
Thus, it is preferred to rely on the MAC layer instead of physical layer for the resource change caused by consistent LBT failure. 
Then for the details on the resource change, currently the resource selection is performed by 
1) MAC: resource pool selection; 
2) PHY: candidate resource set generation in the selected pool;
3) MAC: resource selection in the candidate resource set/resource pool. 
According to the above analysis, without impacting the physical layer, the resource selection can be done in a way that:
· At step 1), the resource pool is (re)selected considering consistent LBT failure information;
· At step 3), the resource is selected from the candidate resource set considering the consistent LBT failure information.
The above 2 solutions, in our understanding, are applicable to different scenarios:
· If the consistent LBT failure is triggered in one or more RB sets, but there are still (sufficient) candidate resources that can be selected, MAC layer can just select resources other than the resources belonging to the RB set declared as consistent LBT failure;
· Otherwise, if there is no (sufficient) resources can be selected due to consistent LBT failure has been declared for one or more RB sets, the resource pool needs to be changed to a pool with sufficient resources.
Note that here “sufficient” means there are still enough number of (satisfy the multi-channel transmission requirement in frequency and the retransmission requirement in time domain) resources/transmission occasions of RB set for which C-LBT failure has not been triggered in the resource pool. In other words, “no sufficient” means there may be few resources of RB set for which C-LBT failure has not been triggered left, but the multi-channel transmission/retransmission requirement can not be satisfied thus the UE can not select resources in the current pool. 
On the one hand, it seems reasonable for the UE to change a resource pool if the resource cannot be selected sufficiently. On the other hand, it is kind of UE implementation on the judgment of “sufficient” since some of the parameters (e.g., HARQ retransmission number/resource reselect counter) used for resource selection are determined based on UE implementation. So it can be up to UE implementation to judge whether it is sufficient or not.
[bookmark: _Toc131698201]For Mode-2 UEs, upon consistent LBT failure detection, during resource (re)selection in the reported resource candidates set, MAC layer avoid selecting candidates in the RB-set for which consistent LBT failure has been triggered and not cancelled yet. 
[bookmark: _Toc131698202]For Mode-2 UEs, upon consistent LBT failure detection, reselect the resource pool at least when there are no resources (of RB-set for which C-LBT has not been triggered) available in the current resource pool. FFS whether to do resource pool reselection when there is resource available but not sufficient, and up to UE implementation to judge whether it is sufficient or not. 
At last, for the WA on RLF, it can be confirmed by removing the condition “If SL LBT failure granularity is resource pool/RB set” and “resource pools”.
[bookmark: _Toc131698203]Confirm the WA on RLF triggering by removing the condition: UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
Consistent LBT failure cancelation
For the cancelation of triggered consistent LBT failure, a general principle is the triggered consistent LBT can be cancelled if it is handled. Here, the handling means the consistent LBT failure recovery. As discussed in the above section, there are 3 ways of consistent LBT failure recovery, i.e., resource change/RLF/MAC CE report to the network.
For Mode-1 UE, it is quite straightforward since after the MAC CE report, it all relies on network’s control. Thus, in Mode-1, the triggered consistent LBT failure can be cancelled when the MAC CE is reported.
[bookmark: _Toc131698204]For Mode-1 UE, upon the LBT failure MAC CE transmission, the concerned consistent LBT failure event  shall be cancelled. 
Then for Mode-2 OOC/IDLE/INACTIVE UE, as discussed in the above section, the resource pool change or RLF may happen upon consistent LBT failure to all the RB sets being configured or no resource of RB-set  for which C-LBT has not been triggered available in the current pool, based on our understanding, a reasonable UE behavior should be:
· UE changes the resource pool upon consistent LBT failure and tries to perform transmission in the new/switched resource pool;
· If UE has tried all the configured resource sets (e.g., RB sets/pools) and the transmission is still failed due to LBT failure, the UE will trigger RLF for all the UC links.
Correspondingly, the cancelation should be
· If the UE successfully performs LBT and data transmission after the resource pool switch, the triggered consistent LBT failure can be canceled;
· If the UE triggers RLF to all the UC links due to the failure to all the resources, the triggered consistent LBT failure can be canceled.
[bookmark: _Toc131698205]For RRC_IDLE/RRC_INACTIVE/OOC UEs, the triggered consistent LBT failure is cancelled when: 1) the UE performs resource pool reselection due to no resources (of RB-set for which C-LBT has not been triggered) available in the previous pool and LBT check succeeds in the new pool; or 2) the UE triggers RLF to all the unicast links due to consistent LBT failure at all the resources.
At last, for Mode-2 RRC_CONNECTED UE, on the one hand, the cancelation condition for RRC_CONNECTED UE, i.e., C-LBT MAC CE has been transmitted to network as in P6 is applicable; on the other hand, the cancelation condition for Mode-2 UE, i.e., resource pool reselection/RLF as in P7 is also applicable. Therefore, the triggered C-LBT failure cancelation condition for the Mode-2 RRC_CONNECTED UE should be upon both the LBT failure MAC CE transmission and resource pool reselection / RLF (if applicable) since otherwise the one condition will prevent the procedures/actions of the other condition.
[bookmark: _Toc131698206]For Mode-2 RRC_CONNECTED UE, upon the LBT failure MAC CE transmission and resource pool reselection / RLF (if applicable), the concerned triggered consistent LBT failure event shall be canceled.
[bookmark: _Toc114153059]Conclusion
We have the following observations:
Observation 1	The mapping between the resource pool and RB set can be M-to-N.

We have the following proposals:
Proposal 1	The granularity of SL consistent LBT failure detection is SL RB set.
Proposal 2	Confirm the following WA by removing the condition of “If SL LBT failure granularity is resource pool/RB set” and “SL pool/”:
- RRC CONNECTED UE uses the MAC CE to report consistent LBT failure to the gNB.
- the MAC CE indicates RB set where SL consistent LBT failure was declared.
Proposal 3	For Mode-2 UEs, upon consistent LBT failure detection, during resource (re)selection in the reported resource candidates set, MAC layer avoid selecting candidates in the RB-set for which consistent LBT failure has been triggered and not cancelled yet.
Proposal 4	For Mode-2 UEs, upon consistent LBT failure detection, reselect the resource pool at least when there are no resources (of RB-set for which C-LBT has not been triggered) available in the current resource pool. FFS whether to do resource pool reselection when there is resource available but not sufficient, and up to UE implementation to judge whether it is sufficient or not.
Proposal 5	Confirm the WA on RLF triggering by removing the condition: UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
Proposal 6	For Mode-1 UE, upon the LBT failure MAC CE transmission, the concerned consistent LBT failure event  shall be cancelled.
Proposal 7	For RRC_IDLE/RRC_INACTIVE/OOC UEs, the triggered consistent LBT failure is cancelled when: 1) the UE performs resource pool reselection due to no resources (of RB-set for which C-LBT has not been triggered) available in the previous pool and LBT check succeeds in the new pool; or 2) the UE triggers RLF to all the unicast links due to consistent LBT failure at all the resources.
Proposal 8	For Mode-2 RRC_CONNECTED UE, upon the LBT failure MAC CE transmission and resource pool reselection / RLF (if applicable), the concerned triggered consistent LBT failure event shall be canceled.
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