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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In the last meeting, RAN2 identified a number of data collection methods for AIML as listed below for further study.    
· MDT,
· UE assistance information (defined in RRC-spec.),
· early idle/inactive measurements,
· RRC measurement reports,
· CSI reporting framework.
· LPP Provide location information
The table capturing the data collection methods is endorsed as a starting point [1]. This paper further discusses the detailed data collection methods.
Discussion
Data Collection Requirement for AIML LCM
[bookmark: _Hlk130819450]It would be important to clarify the data collection requirement for each procedure of AIML life cycle management. Meanwhile, the data collection requirements may be different for the diversified AIML use case. For example, latency requirement should be clarified for the data collection, since time sensitive data may be reported in a real time based manner. The other type can be reported after the collection of multiple instance of the same type of data. Reliability requirement should be defined also, since different data to be collected by the network may present different reliability requirement. It may be also possible to define the priority of the data for its collection, which will impact the UL scheduling within the UE. In addition, the volume of the data to be collected for AIML LCM may be also different, which may also present different UL transmission requirement. Hence we suggest to clarify the data collection requirement for AIML LCM in terms of latency, reliability, priority and data volume.

Proposal-1: to clarify the data collection requirement for AIML LCM in terms of latency, reliability, priority and data volume.

Then, the data collection requirements for AIML LCM can be mapped to (or compared with) the data collection framework summarized in the endorsed table [1].
  
Data Collection Assumption for AIML 
We assume that the network node that will finally use the collected data for AIML model training and/or the other LCM procedure be called as AIML data consumer. The AIML data consumer can be the UE itself.  However, the UE-side collection is to support the UE side AIML life cycle management, which may be handled by UE implementation. 
From RAN2 perspective, we suggest the discussion to focus on network sided data collection, which is used for the AIML life cycle management running at the network side. 

Proposal-2: to focus on the discussion on network sided data collection assuming UE sided data collection be handled by UE implementation. 

For a particular data collection operation, it is very important to discuss the data consumer of collected data, since this will impact the definition of the concrete data collection framework and how it works. For example, if the gNB is the final user of the data, this data can be reported by the UE via lower layer or high layer signalling. On the other hand, if it is a special server, user privacy aspect needs to be carefully considered as well.

Proposal-3: to clarify the consumer of the data (e.g. the gNB, or a special server) before the definition of the data collection method.   

Data Collection for different LCM procedures
Model inference
In case the gNB runs an AIML model, some physical layer related measurement may be used as the input for AIML model inference. This means model inference relies on real time data report from the UE (e.g. like the CSI report today). For example, for beam prediction at the network side, beam measurement results of a specific beam set may be required from the UE. This type of data presents the need to support frequent data report to the network in a quite timely manner, which also means the UE does not accumulate the data. This type of the data is collected from the UE in RRC connected state. The reliable data report is expected from the UE to ensure the model inference accuracy. However this type of data report may not be able to produce high-volume data. After the report, the UE may drop the data immediately locally, since the historic data in this case does not make sense to the network side AIML functions.   
Proposal-4: To support the gNB sided Model inference, a data collection method should be able to support real-time, small volume, reliable data collection from the UE.

Model performance monitoring
Model performance monitoring may require to observe the performance of a particular AIML model within a fixed observation period. We assume this discussion mainly focus on the case where the UE is deployed an AIML model, then the UE needs to report the outcome of the execution of the AIML for a particular feature to the network to help the network to gather enough data to monitor and evaluate the performance of the AIML model.
In this case, the real time data report may be less important. However, as the UE may accumulate the data instance for a later data report, the data volume for such report may be very big.   

Proposal-5. To support the model monitoring for a UE sided AIML model, a data collection method should be able to support big volume, not real-time, data collection from the UE.

Model training
In this discussion, we just assume the offline model training at the network side. Then the data is expected to collect from the UE to support the first time model training or the training for the late model update. The model training may be based on the data collected from multiple UEs. The model training itself may happen at the gNB or at the other network node or even at a specific server. The node that holds the AIML model may be not the node that actually trains the AIML model. If the location of the AIML model training is out of the 3GPP network, the data may be transferred from the UE to such location in a 5G network transparent manner. The collection for such training data may be best efforts from the UE because of the large number of the UE involvement. 

Proposal-6. To support the model training data collection, a data collection method should be able to support, not real-time, best efforts, UE data report.   


Conclusion and Proposal
We have the following proposals:
Proposal-1: to clarify the data collection requirement for AIML LCM in terms of latency, reliability, priority and data volume.
Proposal-2: to focus on the discussion on network sided data collection assuming UE sided data collection be handled by UE implementation.
Proposal-3: to clarify the consumer of the data (e.g. the gNB, or a special server) before the definition of the data collection method.   
Proposal-4: To support the gNB sided Model inference, a data collection method should be able to support real-time, small volume, reliable data collection from the UE.
Proposal-5. To support the model monitoring for a UE sided AIML model, a data collection method should be able to support big volume, not real-time, data collection from the UE.
Proposal-6. To support the model training data collection, a data collection method should be able to support, not real-time, best efforts, UE data report.
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