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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]At RAN1#112 meeting, the following cases of model delivery/transfer was considered to facilitate the further discussion on AIML. 
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


From RAN2 perspective, we suggest to discuss the potential AIML architecture assumptions for both model storage and data collection before developing the details for AIML model transfer and data collection.

AIML architecture for Model transfer
Motivation for AIML architecture discussion
For the study of air interface based AIML, the AIML architecture assumptions are still open, which means there are many AIML solution directions on the table based on a variety of architecture assumptions. We do not think it is an efficient approach to evaluate the detailed solutions without the discussion and consensus on the assumed AIML architecture. 

We suggest RAN2 to discuss the location of the AI/ML model training, the network entity that stores the AIML model, and to discuss the transmission path used to transfer the trained AIML model when the location of the the network entity that holds the AIML model is clear. After these aspects are assumed, the scope of the solutions for our evaluation for AIML will be largely controlled. And then the corresponding discussion on the solution may converge more efficiently.  

Some of these aspects may be AIML use case specific. However, in Rel-18, we just circulated a small amount of use cases during WID creation, where it is not difficult to exhaust all of the use cases when there are specific issues for such architecture discussion. 

AIML Architecture options for model storage 
According to the discussion so far until RAN2#121 meeting, the network entities that can hold the AIML Model can be the Base Station, 5GC node and OTT server (including some specific server, for example, positioning server, the OAM server, or some third part server at application level). 

We assume that the node (e.g. UE and/or gNB) that needs to run the AIML model is a consumer of the AIML model. In this section, we call such node as AIML model consumer. In this discussion, we focus on the offline training, which means UE side online training is not the focus of this architecture assumption discussion. 

The following options are proposed be the starting point of architecture assumption discussion.    

Option 1: Base station based AIML storage 

In this option, as shown in Figure 1, we assume the AI/ML model training is done at 5GC or an special OTT server (e.g. an OAM server). In case of OAM based training, this OAM domain may be the management entity of NG-RAN, or the management entity of 5GC. The exchange between AIML model storage and Model training can be network implementation or in the scope of the discussion at RAN3/SA2. RAN2 just assumes that the gNB will hold the AIML model and be ready to download it to the UE, even though gNB maybe also runs base station side version of the AIML model in case of UE-side / NW-side deployment for some particular AIML use case(s).

This option is very useful to support the case where all gNB support the AIML model transfer to the UE. However, the disadvantage is that it may risk not all UE can synchronously download the AIML model from the network, since it is subject to the different UE-gNB coordination. By the way the gNB may be loaded for such AIML model storage and the needed update from the corresponding server.  
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Figure-1: Base station based AIML storage
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Figure-2: 5GC based AIML storage


Option 2: 5GC based AIML storage

In this option, as shown in Figure 2, we assume the AI/ML model training is done at an special OTT server (e.g. an OAM server), which is the same as option 1. However, AI/ML model storage is located at 5GC (in green box). The exchange between AIML model storage and Model training can be network implementation or the in the scope of the discussion at CT WGs. RAN2 just assumes that the 5GC will hold the AIML model and the 5GC will download the model to the gNB and then gNB can forward the AIML to the UE.  In case the gNB also runs the AIML model, the 5GC will transfer the gNB side specific AIML model independently to support the same feature.
 
This option requires the gNB to forward the AIML model stored by 5GC to the UE in terms of data transmission, which obviously offers the possibility for its temporary storage at gNB. However, this option may also leads to unsynchronous AIML model download from the network to the UE. 


Option 3: 5GC based AIML storage with UE model transfer in RAN transparent manner

In this option, as shown in Figure 3, we assume the AI/ML model training is done at an special OTT server (e.g. an OAM server), which is the same as option 2. The AI/ML model storage is located at 5GC (in green box), as same as option 2. However, the gNB is not expected to forward the AIML to the UE, which means the model transfer between UE and 5GC is agnostic and transparent to the gNB. All of the Model transfer runs without the notification to the gNB, unless gNB is also one of the AIML model consumer for a particular feature.

With this architecture, the 5GC may provide the AIML model to the gNB in a different manner/message compared to the NAS signalling towards the UE. For the two-sided model, both the UE and the gNB will respectively receive an AIML model and run the AIML algorithm. In this case, the models for the UE and the gNB can be the same or different depending on the details of AIML. However, for one-sided model, we focus on the case where only the UE will receive the AIML model.  

This option offers the possibility to achieve synchronous AIML model download from the network to the multiple  UEs. The gNB may implicitly provide such model transfer support. For example, if AIML model requires high priority based QoS flow for data transmission, the gNB will provide the corresponding transmission support over the air for it. 
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Figure-3: 5GC based AIML storage with UE model transfer in RAN transparent manner
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Figure-4: OTT server based AIML storage

Option 4: OTT server based AIML storage

In this option, as shown in Figure 4, we assume the AI/ML model training and AIML model storage are both located at a collocated or separate special OTT server. Following this option, a new server to serve the AIML model storage is introduced in the data network domain or application level, which provides perfect isolation between the existing functionality and new functionality required by AIML. The model transfer from the server to the UE is transparent to the gNB/5GC. For two-sided AIML model use cases, the AIML model transfer from the server to the gNB may be out of the specification efforts from 3GPP.

This option offers the possibility to deploy third party AIML model (e.g. private model) to the UE, which can provide the flexibility to allow different UEs to run different model for the same feature. This may be feasible to support the AIML use cases with the one-sided AIML model. However, the AIML model transfer and the corresponding model execution may be out of the control of 5G network domain, which may cause some difficulty for the gNB to coordinate with the UE. Then the two-sided AIML model based use cases may be not well supported by this option.


Based on the discussion in this section, the following proposals are proposed: 

Proposal-1: For the discussion of AIML architecture assumption on model transfer, the location of AIML storage should be clarified. 

Proposal-2: For the discussion of AIML architecture assumption on model transfer, the location of AIML training and the exchange between model storage and model training is not in RAN2 scope

Proposal-3: Discuss the following options for the location of AIML storage: 
Option 1: Base station based AIML storage
Option 2: 5GC based AIML storage
Option 3: 5GC based AIML storage with UE model transfer in RAN transparent manner
Option 4: OTT server based AIML storage

   
AIML architecture for Data Collection
Motivation for AIML architecture discussion
From data collection perspective, it may serve as the input for AIML model training and other LCM procedure. We suggest RAN2 to clarify the entity that will finally use the collected data for AIML model training and/or other LCM procedure before the actual down-selection/decision on the data collection method.  

For example, in the last meeting, the following data collection frameworks are identified for AIML:
· MDT,
· UE assistance information (defined in RRC-spec.),
· early idle/inactive measurements,
· RRC measurement reports,
· CSI reporting framework.
· LPP Provide location information
However, different data collection frameworks run under different circumstance. For example, “LPP Provide location information” method collects the data transparently from the gNB. The MDT data eventually goes to the TCE. The other method (e.g., CSI reporting framework) based data collections terminate at gNB. 

AIML Architecture options for data collection
In this section, we call the network node that will finally use the collected data for AIML model training and/or other LCM procedure as AIML data consumer. The AIML data consumer can be the UE itself. However this is not the focus of the discussion, since this allows the UE to handle it by UE implementation. We just list the following possible options for the further discussion when the data consumer is not the UE:

Option-1: gNB is the AIML collected data consumer
In this option, the gNB may use the AIML collected data for AIML performance monitoring and/or AIML model inference. But this does not exclude the gNB to provide some or all of the collected data to additional AIML collected data consumer (e.g. at the OTT server) for the purpose of AIML model training. This option requires the gNB to collect the data from the UE, and gNB may reorganize the data for its transmission to any additional AIML collected data consumer. To support this option, UE-gNB based air interface signalling may be used for data collection, which may be the specification support focus. 


Option-2: 5GC is the AIML collected data consumer
In this option, the node within 5GC may use the AIML collected data for AIML performance monitoring and/or AIML model inference. But this does not exclude this 5GC node to provide some or all of the collected data to additional AIML collected data consumer (e.g. at the OTT server) for the purpose of AIML model training. This option requires the 5GC node to collect the data from the UE, and 5GC may reorganize the data for its transmission to additional AIML collected data consumer. To support this option, UE-5GC based NAS layer signalling may be used for data collection, which may be the specification support focus (in SA2 regime).


Option-3: OTT server is the AIML collected data consumer
In this option, an OTT specific server may be the final data consumer for the AIML collected data for AIML performance monitoring and/or AIML model training. But this does not exclude the 5GC node or gNB to collect some additional data for only performance monitoring.  

This option requires the OTT specific server to collect the data from the UE via RAN/5GC in a transparent manner. To support this option, client-server based application model may be used. Alternatively, the MDT based framework may be used if the data exposure to the gNB is required. 


Based on the discussion in this section, the following proposals are proposed: 

Proposal-4: For the discussion of AIML collected data consumer, the collected data for AIML model training and for other LCM procedures is discussed separately. 


Proposal-5: Discuss the following options for the location of AIML data consumer: 
Option-1: gNB is the AIML collected data consumer
Option-2: 5GC is the AIML collected data consumer
Option-3: OTT server is the AIML collected data consumer

Proposal-6: The AIML collected data can be consumed by multiple data consumer (e.g. both gNB and OTT server)

Conclusion and Proposal
We have the following proposals:
Proposal-1: For the discussion of AIML architecture assumption on model transfer, the location of AIML storage should be clarified. 

Proposal-2: For the discussion of AIML architecture assumption on model transfer, the location of AIML training and the exchange between model storage and model training is not in RAN2 scope

Proposal-3: Discuss the following options for the location of AIML storage: 
Option 1: Base station based AIML storage
Option 2: 5GC based AIML storage
Option 3: 5GC based AIML storage with UE model transfer in RAN transparent manner
Option 4: OTT server based AIML storage

Proposal-4: For the discussion of AIML collected data consumer, the collected data for AIML model training and for other LCM procedures is discussed separately. 


Proposal-5: Discuss the following options for the location of AIML data consumer: 
Option-1: gNB is the AIML collected data consumer
Option-2: 5GC is the AIML collected data consumer
Option-3: OTT server is the AIML collected data consumer

Proposal-6: The AIML collected data can be consumed by multiple data consumer (e.g. both gNB and OTT server)
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