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1	Introduction
[bookmark: _Ref178064866]This is the fourth meeting on which RAN2 discusses the “AI/ML for NR Air Interface” SI (see the approved SID in RP-213599, and the revised version in RP-221348).
This is the first meeting though on which we have a sub–Agenda Item solely intended to discuss general architectural matters.
In this paper we discuss the need for model IDs, while introducing the notion of functionality-based management. From this discussion we derive the entities responsible for LCM and when/whether “assistance signalling” is needed.
2	Discussion
2.1	Physical and logical models
As seen from the agreements below, RAN2 has shown quite some interest about model IDs:
	(RAN2#119bis-e) R2 assumes that a model is identified by a model ID. Its usage is FFS. 
(RAN2#120) R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
(RAN2#120) R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
(RAN2#121) RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 



However, there is still no clarity on what a model is. In this regard, we would like to start by highlighting the outcome of the latest RAN1 email discussion on “physical and logical models”.
What have been discussed in that WG related to the following for a UE-side model, or the UE-part of a two-sided model.
· Physical model
· A model that tangibly exists. A physical model can be either of the following.
· A model ready for hardware implementation. A binary model / executable model / converted model. The model has already been quantized (if needed) and compiled for the target device hardware.
· A model obtained during training. A source code model / non-executable model / raw model. The model is in model description format, and not yet quantized and compiled for a target device hardware.
· Logical model
· A model that is identified and used in signalling.
· A logical model may be implemented by one or multiple physical models
· In case of multiple physical models, these are transparent to NW as they are identified as a single logical model. 
From the above, our understanding is that RAN2 study should solely focus on model identities and operations related to logical models.
The discussion below, focuses on whether there is a need for the NW to be aware of these AIML model identities and operations (e.g., switching among physical models within a model ID, switching between model IDs, etc).
[bookmark: _Toc131752564]RAN2 should focus on model IDs and operations related to logical models (i.e., used for signalling and not to describe physical models).
[bookmark: _Toc131752565]RAN2 should analyse the motivation of allowing the NW to be aware of operations within a model, or among different models in the same feature/functionality.   

2.2	Model ID-based vs functionality-based management 
From the Agenda Item description, it is understood by us that the goal for this meeting would be to answer the following question:
· What is the list of cases for which a model ID is needed?
To draw conclusions on this matter, we believe that RAN2 should jointly discuss the handling of AIML models and AIML functionalities. This, since to answer the question above it is important to determine the desired level of detail in managing AIML-related features.
In this regard, RAN1 agreed the following during the February meeting:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.



Let us start by highlighting that the above focuses on UE-sided models and UE-part of two-sided models. 
From it, we interpret RAN1’s agreement as depicted in Figure 2 below, where an AIML-enabled feature (e.g., use case) in the UE can be described by functionalities (e.g., sub use cases) that work according to different AIML models.
So, roughly speaking:
· under a model-ID-based management scenario, the NW would need to (somehow) understand/be aware of these model IDs and their respective purposes,
· while in a functionality-based management scenario, the NW would simply need to know details related to functionalities of a given feature supported by the UE (e.g., working similarly to detailed UE capability descriptions, which are reported and later interpreted by the NW).   

AIML feature in the UE (“use case”)
AI/ML Functionality 1
(“sub use case”)
AI/ML Functionality 2
(“sub use case”)
 
Model ID 1
Model ID 2
Model ID 3
Model ID a
Model ID b
Model ID c

Figure 2. Description of an AIML-enabled feature.
[bookmark: _Toc131752558]For model-based management of AIML-enabled features, the NW needs to be aware of model IDs and understand their purpose.
[bookmark: _Toc131752559]For functionality-based management, the use of model IDs could potentially be avoided, and the NW only needs to be aware of the functionalities within an AIML-enabled feature.

On the other hand, for NW-sided models, the understanding could be similar, i.e.,
· for model-based management (potential) signalling from the NW can directly point to specific models,
· while for functionality-based management the (potential) signalling relates to the details of a feature’s support.
Below we provide further views on both management options. 
2.2.1	Model-ID-based LCM 
Even though RAN2 have been discussing about specific procedures/frameworks related to model management, while also alluding to model Life Cycle Management (LCM), there is currently no clear structure that could serve as a guide to anchor discussions related to NW-UE collaborations for model-ID-based LCM.
For that reason, we believe that RAN2 should start by adopting the functional framework in Figure 1, which covers the use cases and procedures reflected in both RAN1’s and RAN2’s study. 
[bookmark: _Toc131752566]Adopt the functional framework in Figure 1 as a basis for discussions regarding NW-UW collaborations aimed at model-ID-based Life Cycle Management.
[image: A picture containing text
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[bookmark: _Ref127432881]Figure 1. A functional framework to discuss AIML model-based management.

From the figure, it can be observed that we represent: data collection, model training, model deployment, model inference, and model monitoring as typical high-level stages within model LCM. While actions such as model registration, model configuration, model selection/(de)activation/switching, model update, and model transfer refer more to steps or procedures associated with one of those high-level model LCM stages. 
Additionally, we observe that given the current discussions, it is still uncertain whether there is a real need for RAN2 to study all these stages and steps.
Further focusing on the use cases of this SI, and more particularly for one-sided models, we believe that the responsibility for model LCM is clearly on the side that performs the inference, and NW-UE collaborations then basically refer to configuring transmissions and reports to assist the other stages/steps. 
On the above, any potential model LCM assistance from “the other entity” should be studied and determined on a per use case basis.
[bookmark: _Toc131752567]For one-sided model use cases, the responsibility for model LCM is on the side performing the inference. FFS whether assistance signalling (from the other entity) could be needed.

2.2.1.1	When to specify model IDs understood throughout the network (incl. UE)? 
Based on the above, since the entity performing the inference oversees the LCM of the model, then, for one-sided cases, there appears to be no real need to specify IDs that are understood by other entities. 
[bookmark: _Toc131752560]In one-sided scenarios, specifying model IDs that can be understood by other entities may not be necessary, as the inference-performing entity is responsible for the model's LCM. 

However, as seen from the following agreement from RAN2#121:
	RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 



There appears to be a motivation of identifying UE-sided models to enable the NW to monitor the performance of it. By doing so, the NW could detect whether a certain model is malfunctioning, for which the NW can trigger its deactivation, or switching to another model, or indicate to the UE to perform a fallback operation. This way, the NW can then allow for unambiguous UE behaviours.
[bookmark: _Toc131752561]Identifying UE models can allow the NW to detect malfunctioning models and take appropriate actions aiding towards related LCM steps (e.g., model deactivation, model switching, or trigger a fallback operation to a non AIML-based functionality).

Nevertheless, monitoring multiple distinct models could pose a high burden on the NW side and result in an extremely complex operation. So, the benefits presented above may be overshadowed by the challenges imposed by how these model IDs are designed and implemented.
[bookmark: _Toc131752562]Imposing the network to monitor the performance of several different models trained and implemented on the users proves to be a complex task.

Indeed, UE-sided monitoring could also be able to identify a malfunctioning model, switch to another one (transparently to the NW), or request fallback to non-AIML features. Therefore, the need for model identification is subject to:
· whether a UE can effectively monitor its models, 
· when the NW (really) needs to be aware of the performance of UE-sided models
· for example: to trigger subsequent LCM steps.
[bookmark: _Toc131752568]It is not necessary to specify a UE-sided model ID when the UE can effectively monitor itself.
[bookmark: _Toc131752569]Having the feasibility and complexity in mind, RAN2 can study on a case-by-case basis the motivations of having IDs for UE-sided models to allow the network to monitor performance. 

For two-sided models, RAN1 is currently discussing alternatives to using (specified) model IDs to “pair” the compatible UE- and NW-part of a two-sided model. For which we propose to wait for further details before taking the discussion in RAN2. 
[bookmark: _Toc131752570]RAN2 will wait for RAN1’s decision on alternative methods to “pair” UE- and NW-parts of two-sided models without using model IDs. 

Note that these alternatives should still meet what was agreed during RAN2#120 for the two-sided CSI use case:
	RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g.  
1. Ensuring UE and gNB  side models are configured / applied based on their applicable configurations / scenarios. 
2. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB
3. Achieving simultaneous (de)activation and switching of the two-sided model



2.1.2	Functionality-based LCM
Given the above, we believe that RAN2 should therefore start by agreeing that, at this point, it is only necessary to support a functionality-based LCM. In principle, one could argue that a functionality-based LCM could comprise the same stages and steps as those in Figure 1. However, we believe that some simplifications could be considered. 
[bookmark: _Toc131752571]RAN2 focus on supporting a functionality-based LCM as the priority at this time.

In particular, since a functionality belongs to an AIML-based feature, there may not be a need to consider its deployment. In that sense, any update to it can be treated as e.g., an update to a particular UE capability.
Furthermore, the inference process specifically relates to a model’s functioning. So, under a functionality-based management, there is no need to focus on it. Alternatively, the interest should be on the general operation of functionalities.
Thus, from the above, we end up with the functional framework in Figure 3.  
[bookmark: _Toc131752563]For functionality-based management, “deployment” and “inference” need no specific consideration. Only one stage related to the operation of the functionality is enough.
[bookmark: _Toc131752572]Adopt the functional framework in Figure 3 as a basis for discussions regarding NW-UE collaborations aimed at functionality-based LCM. 
[image: ]
Figure 3. A functional framework to discuss AIML functionality-based management.

Note that the notion of “functionality-based lifecycle management” is something RAN2 is used to. So, from this, we believe that RAN2 can have clearer understanding of the different parameters, or data that could be needed to perform LCM of the different use cases in this SI.
In this sense, and since functionalities are then considered to be part of AIML-enabled features, there is no need to consider “functionality IDs”, since they can in principle be described following the existing UE capability and concerning parameters’ description. 
[bookmark: _Toc131752573]Functionality IDs can be avoided by using the UE capability description of features and concerning parameters. 

We note then from the framework presented in Figure 3, that the main focus of the discussion in RAN2 concerns data collection. Since it is this LCM stage the one that ultimately enables training, the operation and monitoring of AIML-based functionalities. From this subject, RAN2 can address the other related LCM steps (i.e., functionality selection, switching, fallback operation, monitoring configuration, etc…) while discussing on the need for assistance signalling from the entity that is not in charge of the functionality LCM.
[bookmark: _Toc131752574]RAN2 should prioritize enabling data collection for the different use cases, as this LCM stage is the one enabling the others, i.e., training, operation, and monitoring of AIML-based functionalities.
[bookmark: _Toc131752575]From the data collection discussion, motivate alternatives/solutions related to the LCM steps (i.e., functionality monitoring, functionality selection/(de)activation/switching, fallback operation, etc…) and the need for assistance signalling. 

We further discuss these aspects in our Data Collection document in Agenda Item 7.16.2.2 (see R2-2304112).
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	For model-based management of AIML-enabled features, the NW needs to be aware of model IDs and understand their purpose.
Observation 2	For functionality-based management, the use of model IDs could potentially be avoided, and the NW only needs to be aware of the functionalities within an AIML-enabled feature.
Observation 3	In one-sided scenarios, specifying model IDs that can be understood by other entities may not be necessary, as the inference-performing entity is responsible for the model's LCM.
Observation 4	Identifying UE models can allow the NW to detect malfunctioning models and take appropriate actions aiding towards related LCM steps (e.g., model deactivation, model switching, or trigger a fallback operation to a non AIML-based functionality).
Observation 5	Imposing the network to monitor the performance of several different models trained and implemented on the users proves to be a complex task.
Observation 6	For functionality-based management, “deployment” and “inference” need no specific consideration. Only one stage related to the operation of the functionality is enough.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 should focus on model IDs and operations related to logical models (i.e., used for signalling and not to describe physical models).
Proposal 2	RAN2 should analyse the motivation of allowing the NW to be aware of operations within a model, or among different models in the same feature/functionality.
Proposal 3	Adopt the functional framework in Figure 1 as a basis for discussions regarding NW-UW collaborations aimed at model-ID-based Life Cycle Management.
Proposal 4	For one-sided model use cases, the responsibility for model LCM is on the side performing the inference. FFS whether assistance signalling (from the other entity) could be needed.
Proposal 5	It is not necessary to specify a UE-sided model ID when the UE can effectively monitor itself.
Proposal 6	Having the feasibility and complexity in mind, RAN2 can study on a case-by-case basis the motivations of having IDs for UE-sided models to allow the network to monitor performance.
Proposal 7	RAN2 will wait for RAN1’s decision on alternative methods to “pair” UE- and NW-parts of two-sided models without using model IDs.
Proposal 8	RAN2 focus on supporting a functionality-based LCM as the priority at this time.
Proposal 9	Adopt the functional framework in Figure 3 as a basis for discussions regarding NW-UE collaborations aimed at functionality-based LCM.
Proposal 10	Functionality IDs can be avoided by using the UE capability description of features and concerning parameters.
Proposal 11	RAN2 should prioritize enabling data collection for the different use cases, as this LCM stage is the one enabling the others, i.e., training, operation, and monitoring of AIML-based functionalities.
Proposal 12	From the data collection discussion, motivate alternatives/solutions related to the LCM steps (i.e., functionality monitoring, functionality selection/(de)activation/switching, fallback operation, etc…) and the need for assistance signalling.
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