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In RAN2#121 meeting, RAN2 made following agreements for model transfer/delivery:
We Use the wording “model transfer/delivery”
model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
In this contribution, we try to figure out the critical issues needs to be addressed and analyse which options are more in favour of solving those issues. 
Discussion
[bookmark: OLE_LINK13]Need of Model Transfer/Delivery
In RAN1#110b-e meeting, RAN1 made following agreements to guarantee the AI/ML performance over the air interface across different scenarios/configurations/sites.  
	Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


Generally, model transfer/delivery is the procedure to make the AI/ML model available at the UE, then the AI/ML model can be selected or activated for inference when it matches the scenarios/configurations which it targets to. Therefore, model transfer/delivery is required when the AI/ML model for the concerned scenario/configuration/site doesn’t exist at the UE and the UE needs to download the AI/ML model for the particular/potential scenario/configuration/site. Generally, the better the generalization performance, the larger the model size. Considering the UE storage limitation and the availability of AI/ML models, the applicable scenarios/configurations/sites are somehow limited. Therefore, model transfer/delivery is by default required.
Observation 1: Model transfer/delivery is by default required considering the UE storage limitation and AI/ML model generalization performance. 
Based on the different assumptions on UE capabilities to store and execute the AI/ML models, we may have different expectations on how frequently model transfer/delivery is required. If the AI/ML model has very good generalization performance or the UE can store several AI/ML models, model transfer and delivery occurs less frequently. Model switching among the stored AI/ML model at the UE is performed when the scenario/configuration/site changes. If the AI/ML model doesn’t have very good generalization performance and the UE can’t store the required number of AI/ML models, model transfer and delivery occurs more frequently. 
Taking Figure 1 as example, UE1 is capable of storing 3 models, while UE2 is capable of storing 1 model. UE2 needs to download the AI/ML model whenever the scenarios/configurations/sites change. 
Observation 2: Model transfer/delivery occurs less frequently if the UE has larger storage with AI/ML models having better generalization performance; model transfer/delivery occurs more frequently if the UE has smaller storage with AI/ML models having worse generalization performance. 
Proposal 1: RAN2 assumes that model transfer/delivery is by default required due to the limitation of UE storage and model generalization performance. 


Figure 1 Example of model deployment cross different scenarios/configurations/sites
Model Transfer/Delivery Initiation
One question to answer is when to perform model transfer/delivery, in a proactive way or reactive way. Taking Figure 1 as example, since UE1 can store multiple AI/ML models, it can pre-download the AI/ML models and perform model switching when the scenarios/configurations/sites change, which is a proactive model transfer/delivery way. However, UE2 can only store one AI/ML model, it can only download the model when it is needed, which is a reactive model transfer/delivery way. 
If the UE can pre-download the AI/ML models, the model transfer/delivery latency is not concerned. But the problem is when and how to initiate the model transfer/delivery procedure and make network/the server start model transfer/delivery to the UE. It requires NW/ server smart implementation to make sure that the AI/ML model downloaded to the UE will be used in future. 
If the UE can’t pre-download the AI/ML models, when to download the AI/ML model is clear, i.e., model transfer/delivery is initiated upon change of scenarios/configurations/sites. On the other hand, the model transfer/delivery latency is concerned. The model transfer/delivery should be fast enough to adapt to the change of scenarios/configurations/sites. Otherwise, the AI/ML model is out-of-date and useless when it is available at the UE. 
No matter which way is concerned, since the UE doesn’t know which model is available for which function, the model transfer/delivery can only be initiated by NW/the server instead of the UE. Model transfer/delivery needs to be done before model activation/selection. 
Observation 3: If the UE can pre-download the AI/ML models, the model transfer/delivery latency is not concerned, but when to initiate model transfer/delivery need to be prescient. If the UE can’t pre-download the AI/ML models, the model transfer/delivery latency is concerned.  
Proposal 2: RAN2 assumes that model transfer/delivery can be initiated in following two ways:
· Proactive model transfer/delivery: the UE pre-downloads the AI/ML models and performs model switching when the scenarios/configurations/sites change.
· Reactive model transfer/delivery: the UE downloads the AI/ML model when the scenarios/configurations/sites change.
Proposal 3: RAN2 assumes that model transfer/delivery is initiated by NW/the server, which is done before model activation/selection. 
Model Transfer/Delivery Latency
During last RAN1 meeting, companies started the pros/cons analysis for each model transfer/delivery options and several aspects were discussed, e.g., model size, model delivery/transfer latency, signalling overhead, reliability, capable of supporting model transfer/delivery during UE mobility, inter-operability, etc. 
If model size is assumed to be large, the overall latency from initiating model transfer/delivery to making the AI/ML model executable at the UE should be considered, especially for the reactive model transfer/delivery approach. The overall latency is comprised of E2E latency, transport latency and UE processing latency of the AI/ML model. The transport latency depends on the model size, number of RRC messages required (CP-based solution) or the data rate (UP-based solution). UE processing latency for the AI/ML model is UE implementation specific, which also depends on what kind of format the model is delivered, and which steps are required (e.g., convert, compile) to make the model executable. 
For existing model transfer/delivery options, we provide an initial analysis in Table 1, assuming the latency between gNB and AMF/UPF is 0.5ms and the latency between AMF and LMF is 0.5ms.
Table 1 Comparison of different model delivery/transfer solutions
	
	Terminated entity
	Allowed payload size 
	E2E latency (one way)
	Transport latency
	Estimated overall latency

	Solution 1a
	gNB
	45Kbytes or 144kbyte
(with16 segments)
	1ms
	5*10; or
16+15*10ms
	<200ms

	Solution 1b
	gNB
	No limitation
	1ms; or
2ms
	Model size/ data rate
	TBD

	Solution 2a
	CN
	45Kbytes or 144kbyte
(with16 segments)
	1.5ms
	Similar as solution 1a
	<200ms

	Solution 2b
	CN
	No limitation
	1.5ms
	Model size/ data rate
	TBD

	Solution 3a
	LMF
	45Kbytes
	2ms
	5*10ms
	<200ms

	Solution 3b
	LMF
	No limitation
	2ms
	Model size/ data rate
	TBD

	Solution 4
	OTT server
	No limitation
	1s [1]
	Model size/ data rate
	TBD


For solution 4, referring to the latency requirement of model download for AI/ML application [1], the E2E latency is 1s, which is the dominant contributor to the overall latency of model delivery. Together with the transport latency and UE process latency, it is expected that the overall latency will reach to 2s.  It is problematic if the model delivery is performed in a reactive way and the UE may not acquire the AI/ML model immediately upon change of the scenarios/configurations/sites. Solution 4 is only workable for the proactive way of model delivery. How the UE and the server interacts with each other to decide when to initiate the model delivery procedure is implementation specific and may be out of 3GPP scope. However, if model monitoring and model control is performed at NW, the UE should update the model information to NW whenever it downloads new or updated models from the server. 
For other solutions, the latency of model transfer is expected to be much shorter than solution 4. The transport latency should be the dominant contributor of the overall model transfer latency, which depends on the model size and the data rate. If the model size is 30Mbits and the data rate is 100Mbps, the transport latency is 300ms. In order to understand the overall latency, RAN1 needs provide input on the model size and the corresponding generalization performance. The latency of model transfer from RAN node is shorter than from CN node. The latency of UP-based model transfer solutions is shorter than CP-based solutions. The overall model transfer latency for option 1a/1b, 2a/2b and 3a/3b is expected to be hundreds of milliseconds.
Observation 4: Solution 4 takes much longer time for model delivery and other solutions have better network control of timely performing model transfer before model activation can be done. 
For CP based solution (solution 1a, 2a, 3a), it’s not practical to support model transfer with large model size considering the signalling overhead and long process latency. CP-based solution is suitable for the model transfer with small model size, e.g., <45Kbytes or 144Kbytes. If the model size is larger than the size allowed by the CP-based solution, UP-based solution should be used. 
Observation 5: CP-based solution (solution 1a, 2a, 3a) is suitable to transfer model with small size (<45Kbytes or 144Kbytes); UP-based solution is suitable to transfer model with large size. 
Proposal 4: RAN2 takes table 1 as starting point to evaluate the different model transfer/delivery solutions. 
Proposal 5: Ask RAN1 to provide inputs on the latency requirement for model delivery/transfer, model size and UE processing latency for AI/ML. 
Proposal 6: RAN2 assumes that CP-based solutions are for model transfer with small model size (<45Kbytes or 144Kbytes) and UP-based solutions are for model transfer with large model size. 
Model Transfer and Delivery during UE mobility
During UE mobility, the required model may or may not change among different cells. For solution 4, it’s unclear how the server knows the scenarios/configurations/sites information at the NW side and which area/RAN node the UE is connected to. Without the information, the server doesn’t know when to request the UE to download the model. Alternatively, UE mobility procedure is not visible to model delivery in solution 4. The AI operations can be disabled if the UE moves to a cell where current AI/ML models available at the UE side are not applicable. 
Observation 6: For solution 4, it’s questionable how the server knows the scenarios/configurations/sites information at the NW side and which area/RAN node the UE is connected to and how the server initiates the model delivery procedure during UE mobility. 
Proposal 7: RAN2 assumes UE mobility procedure is not visible to model delivery in solution 4, i.e., model change during mobility is not supported for solution 4. 
For solution 1~3, since model is transferred from NW to the UE, NW is in full control of model transfer, knows exactly which model is applicable to where and can initiate model transfer properly based on the UE capability. It’s possible to support model change during UE mobility. The CP-based solution e.g., solution 1a/2a/3a is compatible with current mobility procedure which can transfer the AI/ML model through RRC reconfiguration message if the model size is small enough to be accommodated by the RRC messages. If the model size is larger, the network can transfer the new model to the UE before handover, e.g., during HO preparation phase, so the new model can be used timely when the UE moves to the target cell. Or network can transfer the model to the UE after handover is successfully completed. 
Observation 7: Solution 1a, 2a, and 3a is more compatible with current mobility mechanism, but only allow model transfer of small model size. If the model size is large, there isn’t much benefit to transfer the AI/ML model of the target cell to the UE when handover is about to happen. 
Proposal 8: RAN2 consider supporting AI/ML model transfer during mobility when the model size is small. Otherwise, AI/ML model of the target cell can be transferred before or after handover, which is up to network implementation.
Conclusion
We have following observations for AI/ML model transfer:
Observation 1: Model transfer/delivery is by default required considering the UE storage limitation and AI/ML model generalization performance. 
Observation 2: Model transfer/delivery occurs less frequently if the UE has larger storage with AI/ML models having better generalization performance; model transfer/delivery occurs more frequently if the UE has smaller storage with AI/ML models having worse generalization performance. 
Observation 3: If the UE can pre-download the AI/ML models, the model transfer/delivery latency is not concerned, but when to initiate model transfer/delivery need to be prescient. If the UE can’t pre-download the AI/ML models, the model transfer/delivery latency is concerned.  
Observation 4: Solution 4 takes much longer time for model delivery and other solutions have better network control of timely performing model transfer before model activation can be done. 
Observation 5: CP-based solution (solution 1a, 2a, 3a) is suitable to transfer model with small size (<45Kbytes or 144Kbytes); UP-based solution is suitable to transfer model with large size. 
Observation 6: For solution 4, it’s questionable how the server knows the scenarios/configurations/sites information at the NW side and which area/RAN node the UE is connected to and how the server initiates the model delivery procedure during UE mobility. 
Observation 7: Solution 1a, 2a, and 3a is more compatible with current mobility mechanism, but only allow model transfer of small model size. If the model size is large, there isn’t much benefit to transfer the AI/ML model of the target cell to the UE when handover is about to happen. 
We have following proposals:
Proposal 1: RAN2 assumes that model transfer/delivery is by default required due to the limitation of UE storage and model generalization performance. 
Proposal 2: RAN2 assumes that model transfer/delivery can be initiated in following two ways:
· Proactive model transfer/delivery: UE pre-downloads the AI/ML models and performs model switching when the scenarios/configurations/sites change.
· Reactive model transfer/delivery: UE downloads the AI/ML model when the scenarios/configurations/sites change.
Proposal 3: RAN2 assumes that model transfer/delivery is initiated by NW/the server, which is done before model activation/selection. 
Proposal 4: RAN2 takes table 1 as starting point to evaluate the different model transfer/delivery solutions. 
Proposal 5: Ask RAN1 to provide inputs on the latency requirement for model delivery/transfer, model size and UE processing latency for AI/ML. 
Proposal 6: RAN2 assumes that CP-based solutions are for model transfer with small model size (<45Kbytes or 144Kbytes) and UP-based solutions are for model transfer with large model size. 
Proposal 7: RAN2 assumes UE mobility procedure is not visible to model delivery in solution 4, i.e., model change during mobility is not supported for solution 4. 
Proposal 8: RAN2 consider supporting AI/ML model transfer during mobility when the model size is small. Otherwise, AI/ML model of the target cell can be transferred before or after handover, which is up to network implementation.
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