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[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
In RAN2#121 meeting, RAN2 made following agreements for data collection. 
	P1-P8 are loosely endorsed with the understanding that we can also go beyond, e.g., analyse other methods.
The table in this doc is endorsed as starting point
Endorse the table as a starting point (e.g., can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose  
R2 may consider including the existing EVEX framework for this SI, FFS exactly what this means, can discuss next meeting.


In this contribution, we discuss the data collection methods for different purposes, i.e., model training, model inference and model monitoring. 
Discussion
[bookmark: OLE_LINK13]Data Collection for Offline Training
It is known that model training requires big data set of high quality to guarantee the performance of the AI/ML model. The data collection function may broadly collect data from a large number of UEs over a relatively long period of time. The data can be logged for a certain period and then collected all at once. The size of the data would be large. As a result, data collection for offline training is characterized by less stringent latency requirements, large data sizes, and longer validity time. 
For UE-sided model, there are generally two ways mentioned for model training, i.e., the AI/ML model is trained at the network side and transferred to the UE then, or the AI/ML model is trained at the UE side. If the UE-sided model is trained at the UE side, it is not practical to collect data and train model purely on UE devices. The practical way is that the data is collected by UEs and transferred to an OTT server, where big data set is built, and the AI/ML model is trained and developed there, just as illustrated in Figure 1. 
How to collect the data to the OTT server needs to be considered. 
· Option 1: Data transfer from UEs to OTT server with RAN awareness
· Option 2: Data transfer from UEs to OTT server without RAN awareness 


Figure 1 Data transfer from UEs to an OTT server
In option 1, RAN node is aware of UE data transfer. When UE data arrives at RAN node, RAN node processes those data, add RAN related information and transfer the UE data to the OTT server through 5GS. Based on current system architecture, UE data is transferred through CP. The UE data can be included in a container. In this case, RAN node doesn’t know what information is being transferred from the UE to the OTT server. Current data collection methods including immediate/log MDT, L1 measurement, L3 measurement, early measurement and UAI can also serve the same purpose. If those methods are used to collect UE data, RAN node knows what information is delivered as UE data. 
In option 2, RAN node is not aware of UE data transfer, which is delivered through UP. Even if the data transfer through UP channel is transparent to air interface, it may not be out of 3GPP scope and requires SA involvement, especially SA2. In last RAN2 meeting, existing EVEX framework [1] was proposed to be studied as one of the data collection methods. We assume it is one variation of option 2. 
Proposal 1: RAN2 consider UE data transfer from UEs to the OTT server with the following ways. FFS on others. 
· Option 1: Data transfer from UEs to OTT server with RAN awareness
· Option 2: Data transfer from UEs to OTT server without RAN awareness 
Proposal 2: RAN2 assumes that existing EVEX framework is one variation of data transfer from UEs to OTT server without RAN awareness. 
In our understanding, the existing EVEX framework is designed to collect some application- level data from the UE. Furthermore, the exact data type to be collected via EVEX framework is decided based on SLA between ASP and MNO, which is outside 3GPP scope. EVEX framework only provides a delivery way from UE application to the ASP via DCAF in a standardized way, while the data content is not specified. 
In order to evaluate the feasibility to support data transfer from UEs to the OTT server, some aspects of EVEX framework need to be clarified. Considering the data for AI/ML over air interface are not available at UE data collection client, it requires an interface between UE modem and UE data collection client and those data needs to be delivered from the modem to the client. EVEX framework requires UE modem to disclose air interface operation information, e.g., UE measurement results and gNB assistance information if available to UE data collection client. 
Observation 1: Existing EVEX framework requires UE modem to disclose air interface operation information through an interface between UE modem and UE data collection client. 
Even if the data from UE modem to UE data collection client are treated as application data, those data needs to meet RAN performance requirements for different use cases in RAN1/RAN4. Then the question is how to guarantee that those data delivered from UE data collection client to DCAF can meet RAN performance requirements. Furthermore, it’s unclear whether there is a need of configuration of data collection for model training, e.g., for data content and data format for different use cases. Data collection may also have UE capability requirement, it’ unclear whether UE capability information should be disclosed to DCAF and ASP.
Data privacy is also a concern. User consent and privacy need to be addressed to deliver the modem data to UE data collection client. The privacy and security aspects need to involve SA3. 
Observation 2: The data for AI/ML over air interface collected through EVEX framework need to meet RAN performance requirements for different use cases in RAN1 and RAN4. 
Observation 3: The data for AI/ML over air interface collected through EVEX framework need to meet the security and privacy requirements. 
Proposal 3: RAN2 assumes an interface between UE modem and UE data collection client is required and air interface operation data need to be disclosed to UE data collection client in EVEX framework.
Proposal 4: RAN2 assumes that EVEX framework needs to address following requirements. FFS on others.
· The data collected through EVEX framework need to meet RAN performance requirements for different use cases in RAN1 and RAN4. 
· The data collected through EVEX framework need to meet the security and privacy requirements. 
Data Collection for Inference
For AI/ML-based beam management, RAN1 agreed to support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations.
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
RAN1 also agreed to support at least Alt.1 and Alt.2 for AI/ML model training and inference for BM-Case1 and BM-Case2. 
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
RAN1 agreed to study following cases of AI/ML based positioning accuracy enhancement
· [bookmark: _Hlk131602697]Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
The discussion of data collection for inference should be use case specific. In order to help RAN2 to make progress, it would be good if RAN2 have understanding on what information required for inference and whether some of it need to be transferred (and between which entities). 
Table 1 summarize the data collection for inference for different use cases in terms of inference location, content of inference inputs, and where the data for inference comes from. If the entity that generates the inference data is different from the entity that performs inference, the data needs to be transferred from different entities. 
Table 1 Data collection for inference for different use cases
	[bookmark: OLE_LINK7]Use cases
	Inference location
	Content of Inference inputs
	Data source

	CSF compression
	CSI generation part at UE
	· CSI information
	UE
· UE performs channel estimation and measurement as inference inputs 

	
	CSI reconstruction part at gNB
	· Option 1: Precoding matrix
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
	UE->gNB
· UE sends compressed CSI (or AI codebook) to gNB

	Time domain CSI prediction
	UE
	· CSI Information
	UE
· UE performs channel estimation and measurement as model inference input

	BM-case 1: Alt 1
	gNB
	· L1-RSRP of Set B of beams
· TBD: DL Tx and/or Rx beam ID when Set B is variable
	UE->gNB
· UE reports the measurement results of more than 4 beams in one reporting instance to gNB.
· TBD: Other L1 reporting enhancements

	BM-case 1: Alt 2
	UE 
	· 
	UE
· UE performs measurement as model inference input

	BM-case 2: Alt 1
	gNB
	· Historic L1-RSRP in K latest measurement instances of Set B of beams
· TBD: DL Tx and/or Rx beam ID when Set B is variable
	UE->gNB
· UE reports to gNB the historic L1-RSRP of Set B of beams in K latest measurement instances

	BM-case 2: Alt 2
	UE
	· 
	UE
· UE performs measurement as model inference input

	POS-Case 1: 
	UE
	· The candidates include at least: time-domain CIR, PDP.
	UE
· UE performs measurement based on, e.g., DL PRS, as model inference input

	POS-Case 2a
	UE
	· The candidates include at least: time-domain CIR, PDP.
	UE
· [bookmark: OLE_LINK8]UE performs measurement based on, e.g., DL PRS, as model inference input

	POS-Case 2b
	LMF
	· Potential new measurement: CIR/PDP
· Existing measurement: e.g., RSRP/RSRPP/RSTD
	UE->LMF
· UE performs measurement based on, e.g., DL PRS, and sends measurement results to LMF 

	POS-Case 3a
	gNB
	· The candidates include at least: time-domain CIR, PDP.
	gNB
· TRP performs measurement based on, ex. UL SRS, as model inference input

	POS-Case 3b
	LMF
	· Potential new measurement: CIR/PDP
· Existing measurement: e.g., RSRP/RSRPP/RSTD
	gNB->LMF
· TRP performs measurement based on, ex. UL SRS, and sends the measurement results to LMF



Proposal 5: RAN2 assumes that the UE performs measurements and use the measurement results as inference inputs for the following use cases:
· CSI compression: The UE performs channel estimation and measurement as inference inputs for CSI generation 
· Time domain CSI prediction: The UE performs channel estimation and measurement as inference inputs
· BM-Case1 Alt 2: The UE performs L1-RSRP measurement for Set B of beams as inference inputs
· BM-Case2 Alt 2: The UE performs L1-RSRP measurement for Set B of beams in K latest measurement instances as inference inputs
· POS-Case 1 and POS-Case 2a: The UE performs measurements (e.g., time-domain CIR, PDP) as inference inputs
Proposal 6: RAN2 assumes that NW use the measurement results sent from the UE as inference inputs for the following use cases:
· CSI compression: gNB receives compressed CSI from the UE as inference inputs for CSI reconstruction 
· BM-Case1 Alt 2: gNB receives L1-RSRP reports for Set B of beams from the UE as inference inputs
· BM-Case2 Alt 2: gNB receives L1-RSRP reports for Set B of beams in K latest measurement instances from the UE as inference inputs
· POS-Case 2b: LMF receives measurement reports (e.g., CIR/PDP, RSRP/RSRPP/RSTD) from the UE as inference inputs
Proposal 7: RAN2 assumes that TRP performs measurement as inference inputs for POS-Case 3a. TRP performs measurement and sends the measurement results to LMF as inference inputs for POS-Case 3b.
Data Collection for Monitoring
The input data for model inference may be quite unfiltered with raw data and may correspond to very high data volumes. However, input data for model monitoring and performance observation would typically be collected on a slower time scale for the purpose of model control and model update. Then it would be helpful if correlation by timestamps could be used. For the use case of CSI compression, RAN1 is discussing the contents of the ground-truth CSI, which can include the assistance information with time stamps, cell ID, data quality indicator etc. Current SON/MDT can be used to collect data for model monitoring and performance observation. There will need to be a use-case-specific effort to determine which data is to be collected through SON/MDT framework. 
Proposal 8: RAN2 study data collection for model monitoring and performance observation through SON/MDT for each use case. 
Conclusion
Observations:
Observation 1: Existing EVEX framework requires UE modem to disclose air interface operation information through an interface between UE modem and UE data collection client. 
Observation 2: The data for AI/ML over air interface collected through EVEX framework need to meet RAN performance requirements for different use cases in RAN1 and RAN4. 
Observation 3: The data for AI/ML over air interface collected through EVEX framework need to meet the security and privacy requirements. 
We have following proposals:
Proposal 1: RAN2 consider UE data transfer from UEs to the OTT server with the following ways. FFS on others. 
· Option 1: Data transfer from UEs to OTT server with RAN awareness
· Option 2: Data transfer from UEs to OTT server without RAN awareness 
Proposal 2: RAN2 assumes that existing EVEX framework is one variation of data transfer from UEs to OTT server without RAN awareness. 
Proposal 3: RAN2 assumes an interface between UE modem and UE data collection client is required and air interface operation data need to be disclosed to UE data collection client in EVEX framework.
Proposal 4: RAN2 assumes that EVEX framework needs to address following requirements. FFS on others.
· The data collected through EVEX framework need to meet RAN performance requirements for different use cases in RAN1 and RAN4. 
· The data collected through EVEX framework need to meet the security and privacy requirements. 
Proposal 5: RAN2 assumes that the UE performs measurements and use the measurement results as inference inputs for the following use cases:
· CSI compression: The UE performs channel estimation and measurement as inference inputs for CSI generation 
· Time domain CSI prediction: The UE performs channel estimation and measurement as inference inputs
· BM-Case1 Alt 2: The UE performs L1-RSRP measurement for Set B of beams as inference inputs
· BM-Case2 Alt 2: The UE performs L1-RSRP measurement for Set B of beams in K latest measurement instances as inference inputs
· POS-Case 1 and POS-Case 2a: The UE performs measurements (e.g., time-domain CIR, PDP) as inference inputs
Proposal 6: RAN2 assumes that NW use the measurement results sent from the UE as inference inputs for the following use cases:
· CSI compression: gNB receives compressed CSI from the UE as inference inputs for CSI reconstruction 
· BM-Case1 Alt 2: gNB receives L1-RSRP reports for Set B of beams from the UE as inference inputs
· BM-Case2 Alt 2: gNB receives L1-RSRP reports for Set B of beams in K latest measurement instances from the UE as inference inputs
· POS-Case 2b: LMF receives measurement reports (e.g., CIR/PDP, RSRP/RSRPP/RSTD) from the UE as inference inputs
Proposal 7: RAN2 assumes that TRP performs measurement as inference inputs for POS-Case 3a. TRP performs measurement and sends the measurement results to LMF as inference inputs for POS-Case 3b.
Proposal 8: RAN2 study data collection for model monitoring and performance observation through SON/MDT for each use case. 
Reference
[1] R2-2301427, Discussion on AI/ML methods, Qualcomm Incorporated 
[bookmark: specType1][bookmark: specVersion][2] 3GPP TS 26.531 Data Collection and Reporting, General Description and Architecture, V17.1.0 
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