3GPP TSG-RAN WG2 Meeting #121-bis-e               	                 R2-2303760
Online, 17 – 26 April 2023	

Agenda Item:	7.16.2.1
Source: 	MediaTek Inc.
Title:  	Model ID and Mapping of Functions to Physical Entities

Document for:	Discussion and decision
[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
In previous RAN2 meetings, RAN2 made following agreements related to Model ID. 
	RAN2#119bis-e:
R2 assumes that a model is identified by a model ID. Its usage is FFS.
RAN2#120：
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
RAN2#121：
RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified. 


In this contribution, we first clarify the cases that require a Model ID and potential ways for model identification. Then we try to identify the functions that really matter to the system architecture and discuss the function mapping to physical entities.  
Discussion
[bookmark: OLE_LINK13]Model ID
RAN1 is now discussing two kinds of LCM, i.e., functionality-based LCM and Model-ID-based LCM. For functionality-based LCM, network control the AI/ML functionalities via 3GPP signaling but may not identify different models. In this case, UE may perform model-level LCM and it’s unclear whether and how much awareness/interaction network should have. However, it’s possible that AI/ML functionality is identified by certain functionality ID. For model-ID-based LCM, model is identified by model ID. Although current RAN1 discussion blurs the boundary between functionality and model, RAN2 doesn’t need to differentiate functionality and model at the time being. We can focus on to enable the development of a set of specific models for the specific scenarios/configurations/sites and discuss the usage of AI/ML model ID in a general way regardless of whether it’s functionality-based LCM or model-ID-based LCM. 
Observation 1: RAN2 can discuss the usage of model ID in a general way regardless of whether it’s functionality-based or model-ID-based LCM. 


Figure 1 Different types of model IDs for different purposes and managed by different network entities
During model training and model development, each model should be identified by an identifier and even a version number considering the model can be updated. Considering the AI/ML model is kept proprietary and left to implementation, it’s very likely that different vendors may have different sets of AI/ML models even for the same functionality. Therefore, model IDs in each vendor’s repository is used for model development and management, which is implementation and vendor specific. We call it original model ID in Figure 1 to avoid potential confusion. 
In RAN2#121 meeting, RAN2 assumed that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified. If the network is responsible for model control, i.e., model activation/deactivation/switching, it needs to re-structure the UE vendor specific model ID lists to another form of model IDs, which are manageable by the network. We call it global model ID in Figure 1. Each global model ID of this type should be able to uniquely identify each AI model known to the network.  Certain network functions or OAM may be responsible for model ID management, where the linkage between the original vendor-specific model IDs and the global model IDs are maintained. Therefore, the model ID globally identifying each AI/ML model is a permanent ID, which is assigned and controlled by the network. 
Observation 2: The model ID originally used for model development and model management is implementation and vendor specific. The original model IDs from different vendors are re-structured to global model IDs manageable at the network side. 
[bookmark: OLE_LINK6]Since each AI/ML model is identified by the global model ID at the network side, it can be used in UE capability reporting, indicating which AI/ML model is supported by the UE. For collaboration level y without model transfer, indicating the model ID in UE capability also implies the availability of the model at the UE. For collaboration level z with model transfer, indicating the model ID in UE capability only implies that UE is capable of executing the AI/ML model, but the corresponding model may not be available at the UE and needs to be downloaded from the network. Therefore, the global model ID is used to identify the AI/ML model which is being transferred from the network to the UE. Model registration/identification and signaling for LCM are needed for both collaboration level y and collaboration level z which should be done before model transfer/delivery. 
For two-sided model, the global model ID is also used to pair the AI/ML models between the UE and the network. When a global model ID is assigned to a UE part model of two-sided model, the network pairs the UE part model with a network part model.
Observation 3: For collaboration level y without model transfer, indicating the global model ID in UE capability implies the availability of the model at the UE. 
Observation 4: For collaboration level z with model transfer, indicating the global model ID in UE capability only implies that UE is capable of executing the AI/ML model, which may be transferred from the network to the UE then. 
Observation 5: Model registration/identification and signaling for LCM are needed for both collaboration level y and collaboration level z which should be done before model transfer/delivery. 
The global model ID may have multiple fields and very long length, it’s not efficient to use the global model ID directly for model control. During model control in model-ID-based LCM, an appropriate AI/ML model among a set of AI/ML models is chosen for usage, which can fit the scenario/configuration/site. Considering model activation/deactivation/switch/selection only occurs when UE is in CONNECTED state, a temporary model index can be assigned to each model through model configuration. Model activation/deactivation/switch/selection and fallback can rely on the model index, similar as SCell index for model activation, deactivation, switching and fallback. Based on the model index, both UE and network knows which AI/ML is being in use and monitored. 
Observation 6: A temporary model ID, e.g., model Index is sufficient for model activation/deactivation/switch/selection, considering such operation only occurs when UE is in CONNECTED state.
Observation 7: Different types of model IDs are required for different purposes and managed by different entities. 
Proposal 1: The global model ID is a permanent ID, which is assigned and managed by the network.
Proposal 2: The global model ID for each AI/ML model is used for the following purposes:
· Model test certification
· UE capability reporting to indicate which AI/ML model is supported by the UE
· Model transfer to indicate which AI/ML model is being transferred to the UE
· Model paring of the AI/ML models between the UE and network for two-sided model
Proposal 3: Model Identification/Registration should be done before model transfer/delivery. 
Proposal 4: A model index is assigned to each model for model activation/deactivation/switch/selection/fallback by the network through model configuration. 
Functional Framework
RAN1 attempted to discuss the functional framework without any progress. RAN1 decided to discuss functional framework at later stage when there is sufficient progress on different aspects of LCM. RAN1 agreed to study the following aspects in LCM: data collection, model training, model deployment, model inference, model selection, activation, deactivation, switching, and fallback, model monitoring, model update, model transfer and UE capability. Some of the LCM aspects can be considered as functions, while others are considered as procedures to support the interactions between those functions.  
The framework defined in [1] for RAN intelligence includes the functions of data collection, model training, model inference, and Actor. It can be considered as a starting point for Rel-18 AI/ML over air interface. The function of data collection is the most fundamental one. In RAN1#110b-e Meeting, RAN1 drew the conclusion that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact. In our understanding, data collection should provide input data to model training, model inference and model monitoring functions. 
Observation 8: The function of data collection provides input data to model training, model inference and model monitoring functions. 
The function of model training performs AI/ML model training, validation and testing. If model training and model inference is performed at the same entity, model transfer/delivery is required. RAN1 is discussing different model transfer/delivery cases considering the possibilities that model storage and model training may or may not be co-located. But we don’t think model storage needs to be considered as a function and it can be considered as one step of model training. It is expected that model delivery from the model training entity to the model storage entity will not have specification impact. 
Observation 9: The function of model training performs AI/ML model training, validation and testing. Model storage is considered as one step of model training. 
Besides the functions of data collection, model training and model inference, one additional function needs to be considered is model monitoring, which is used to monitoring the performance of the AI/ML model and triggers the corresponding control of the AI/ML model including model activation/deactivation, fallback to non-AI operation, or even triggers model retraining and update. In the functional framework for RAN intelligence, model monitoring is also mentioned, but is not identified as one essential functional block. The main reason is that model monitoring in RAN intelligence is purely network implementation specific. 
However, in Rel-18 AI/ML over air interface, the model monitoring may require signalings and procedures to collect data and provide the performance feedback to the peer entity. The outcome of the model monitoring is used for model control.  The performance feedbacks can be intermediate KPIs that are used to evaluate the AI/ML model performance, and they can also be the system-level KPIs that are used to evaluate the overall system performance. Considering the potential specification impacts of modal monitoring, it should be identified as one functional block in the framework. 
Observation 10: Model monitoring requires procedures and signalings to collect data, provide performance feedback to the peer entity and serves the purposes of model control. 
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Figure 2 Example of Functional Framework for AI/ML over air interface
Just as illustrated in Figure 2, the AI/ML functional framework for air interface includes the functions of data collection, model training, model inference and model monitoring. Besides the functions in the framework, the interactions and processes between those functions should be considered. The major steps regarding these data flows are mentioned below:
1. Training data needs to be sent from data collection to model training.
2. Similarly, inference data (different from training data) needs to be sent from data collection to model inference.
3. Similarly, monitoring data (different from training data, inference data) needs to be sent from data collection to model monitoring.
4. Model transfer/delivery need to be propagated from model training to model inference.
5. Model performance feedback is sent from model monitoring to model training for model update.
6. Outputs of the model needs to be sent from model inference to model monitoring to monitor the model performances.
7. Model monitoring sends the model control decision to model inference.
Proposal 5: The AI/ML functional framework for air interface includes the functions of data collection, model training, model inference and model monitoring. RAN2 takes Figure 2 as starting point for functional framework discussion and inform RAN1. 
Mapping of Functions to Physical Entities
Data collection 
Since data collection is used for different purposes, the function of data collection may not be a single functional entity but may be multiple functional entities serving different purposes of functions in LCM. For example, the datasets for model training may be collected and stored somewhere. For model inference, the inputs are live data collected over the air interface. For model monitoring, the ground-true data may also need to be collected depending on whether intermediate KPIs are evaluated and data distribution for input and/or output is observed. It is desired that the function entities of data collection for different purposes is located with the corresponding functions to avoid dataset transferring over the air interface. In other words, if model training and update is performed at the UE side, UE should be responsible for data collection used for model training. If model monitoring is performed at the UE side, UE should be responsible for data collection used for model monitoring. This principle is also applicable to network side model and two-sided model. 
For UE-sided model, if it is trained at the UE side, data collection should be located at UE side; if it is trained at the network side, data collection should be located at the network side. For network sided model, it is assumed that data collection for model training is located at the network side. For two-sided model, where data collection is located depends on which type of model training is concerned. For type 1 training, data collection is located at either UE side or network side, depending where model training is performed. For type 2 training, considering that dataset between UE side and network side is aligned, it is assumed that data collection is located both UE side and network side. For type 3 training, dataset is shared and transferred between the UE and the network. 
[bookmark: OLE_LINK14]Data collection for inference should be located with the function of inference. Therefore, for UE side model, data collection for inference is located at UE side. For network side model, data collection for inference is located at the network side. For two-sided model, data collection for UE part inference is located at the UE side and data collection for network part inference is located at the network side. 
Model training
For UE-sided model, there are two approaches for model training. One way is that AI/ML model is training at the UE side over OTT server; the other way is that AI/ML model is trained at the network side, which transfers the AI/ML model to UE. For network-sided model, it is assumed that AI/ML model is trained at the network side. 
For two-sided model, where model training is performed depends on which type of model training is concerned. For type 1 training, it is possible that the model training is performed at either UE side or network side. For type 2 and type 3 training, the training process requires the involvement of both UE side and network side. 
For offline training, where model training takes place is not important, what matters is how it is ensured that a model works as intended and how to allocate the related responsibility. For conventional UE-based algorithm design, it is the chipset/UE vendor who develops the algorithm to make sure that the algorithm works properly, and requirements fulfilment and test compliance is part of this responsibility. As a baseline, the same principle should be applied to AI/ML algorithm development for UE-sided model, if it is trained at the UE side. It’s FFS on two-sided model and UE-sided model if it is trained at the network side. For two-sided model, different types of model training methods require different collaborative procedures between the UE and the network.
Proposal 6: For UE-sided model, if it is trained at the UE side, it is assumed that the chipset/UE vendor who develops the AI/ML algorithm takes the responsibility of requirements fulfilment and test compliance. FFS on two-sided model and UE-side model if it is trained at the network side. 
Model Inference
For model inference, the function mapping to physical entities is straightforward and obvious based on the definition. For UE-sided model, model inference is performed at the UE. For network-sided model, model inference is performed as the network. For two-side model, model inference is performed jointly on both the UE and the network. 
Model Monitoring 
For collaboration level x, it is very likely that model monitoring is performed on the entity where model training/inference is performed. The whole LCM is implementation specific and not specification impact. 
For collaboration level y and z, it is by default that model control is performed at the network, which also needs to perform model monitoring for the overall system performance. For UE-sided model and two-sided model, UE may also perform model monitoring and send the monitored performance reports to the network. The network will take the UE report into consideration and perform model control accordingly. For network-sided model, it is assumed that model monitoring and model controlled is performed at the network. The measurement quantities for model monitoring are use case specific and should be decided by RAN1. RAN2 also needs use case specific effort to discuss the measurement/reporting configuration for model monitoring. 
Proposal 7: Model monitoring, measurement/report configurations for model monitoring and model control are by default located at the network. UE may perform model monitoring and send performance reports to the network for UE-sided model and two-sided model. 
Table 1 summarizes the functions mapping to UE side and network side. Based on this table, we can further figure out to which network entity (e.g., RAN node, CN, OAM etc.) each function is mapped. This table can be used as starting point for further discussion, and the term ‘network side’ can be replaced by the exact network entity later. 
Proposal 8: Take table 1 as starting point for function mapping to physical entities. 


Table 1 Functions mapping to physical entities
	
	Inference
	Data collection for inference
	Monitoring
	Data collection for monitoring
	Training
	Data collection for training 
	Use cases

	UE-sided model
	UE side
	UE side
	Network side;
(Optional) UE side
	Network side; UE side(optional)
	Network
	Network
	BM, CSI prediction,
POS-Case 1, POS-Case 2a

	
	
	
	
	
	UE side
	UE side
	

	Network-sided model
	Network side
	Network side
	Network side
	Network side
	Network side
	Network side
	BM, Positioning
POS-Case 2b, 
POS-Case 3a,
POS-Case 3b

	Two-sided model
	UE side and network side
	UE side and network side
	Network side,
(optional) UE side
	Network side; (optional) UE side
	Type 1 training: UE or network side
	Type 1 training: UE or network side
	CSI compression

	
	
	
	
	
	Type 2 training: UE and network side
	Type 2 training: UE and network side
	

	
	
	
	
	
	Type 3 training: both UE and network side
	Type 3 training: UE or network side. Dataset needs to be shared
	





Conclusion
We have following observations:
Observation 1: RAN2 can discuss the usage of model ID in a general way regardless of whether it’s functionality-based or model-ID-based LCM. 
Observation 2: The model ID originally used for model development and model management is implementation and vendor specific. The original model IDs from different vendors are re-structured to global model IDs manageable at the network side. 
Observation 3: For collaboration level y without model transfer, indicating the global model ID in UE capability implies the availability of the model at the UE. 
Observation 4: For collaboration level z with model transfer, indicating the global model ID in UE capability only implies that UE is capable of executing the AI/ML model, which may be transferred from the network to the UE then. 
Observation 5: Model registration/identification and signaling for LCM are needed for both collaboration level y and collaboration level z which should be done before model transfer/delivery. 
Observation 6: A temporary model ID, e.g., model Index is sufficient for model activation/deactivation/switch/selection, considering such operation only occurs when UE is in CONNECTED state.
Observation 7: Different types of model IDs are required for different purposes and managed by different entities. 
Observation 8: The function of data collection provides input data to model training, model inference and model monitoring functions. 
Observation 9: The function of model training performs AI/ML model training, validation and testing. Model storage is considered as one step of model training. 
Observation 10: Model monitoring requires procedures and signalings to collect data, provide performance feedback to the peer entity and serves the purposes of model control. 
We have following proposals:
Proposal 1: The global model ID is a permanent ID, which is assigned and managed by the network.
Proposal 2: The global model ID for each AI/ML model is used for the following purposes:
· Model test certification
· UE capability reporting to indicate which AI/ML model is supported by the UE
· Model transfer to indicate which AI/ML model is being transferred to the UE
· Model paring of the AI/ML models between the UE and network for two-sided model
Proposal 3: Model Identification/Registration should be done before model transfer/delivery. 
Proposal 4: A model index is assigned to each model for model activation/deactivation/switch/selection/fallback by the network through model configuration. 
Proposal 5: The AI/ML functional framework for air interface includes the functions of data collection, model training, model inference and model monitoring. RAN2 takes Figure 2 as starting point for functional framework discussion and inform RAN1. 
Proposal 6: For UE-sided model, if it is trained at the UE side, it is assumed that the chipset/UE vendor who develops the AI/ML algorithm takes the responsibility of requirements fulfilment and test compliance. FFS on two-sided model and UE-side model if it is trained at the network side. 
Proposal 7: Model monitoring, measurement/report configurations for model monitoring and model control are by default located at the network. UE may perform model monitoring and send performance reports to the network for UE-sided model and two-sided model. 
Proposal 8: Take table 1 as starting point for function mapping to physical entities. 
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