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1	Introduction
In RAN2#119-e meeting [1] and RAN2#120 meeting [2], agreements for MRO for CPAC were achieved:
Agreement:
	For CPAC failure relevant MRO, RAN2 prioritize the discussion on NR-DC, while other scenarios can be further discussed if time permits.

Agreement:
1	RAN2 confirms the CPA/CPC scenarios agreed by RAN3 and discuss corresponding UE impacts.
2	SCGFailureInformation is enhanced to support CPAC MRO (i.e, no need to introduce new reports/message).
In RAN2#120 meeting [2], agreements for MRO for fast MCG recovery were achieved:
Agreements
1	For fast MCG recovery MRO, prioritize NR-DC scenario. if time allows, study whether the same solution can be extended for others DC scenarios. 
2	Consider at least below scenarios for fast MCG recovery MRO:
a.	T316 expiry  
b.	SCG failure/deactivation during fast MCG recovery (i.e., running of T316). The “upon fast MCG recovery case” is FFS.
3	RLF report is enhanced to support fast MCG recovery MRO.
4	Fast MCG recovery failure cause shall be included for fast MCG recovery optimization. FFS details
In this paper, we would discuss the details of MRO for CPAC and fast MCG link recovery.
2	Discussion
[bookmark: _Hlk98841749]2.1 MRO for CPAC
In a CPA procedure, the following failure case i/ii may happen:
· Case i: an SCG failure occurs during CPA execution phase, i.e. the UE fails to access the target PSCell in which the CPA execution condition is fulfilled;
· Case ii: an SCG failure occurs shortly after successful CPA execution, i.e. an SCG failure occurs shortly in the target PSCell after a successful PSCell addition to the target PSCell.
Similarily, the following failure case 1-3 may happen in a CPC procedure:
· Case 1: an SCG failure occurs before CPC is executed, i.e. source SCG failure occurs after being configured with CPC configuration and before CPC is executed; 
· [bookmark: _Hlk110349565]Case 2: an SCG failure occurs during CPC execution phase, i.e. the UE fails to access the target PSCell in which the CPC execution condition is fulfilled;
· Case 3: an SCG failure occurs shortly after successful CPC execution, i.e. an SCG failure occurs shortly in the target PSCell after a successful PSCell change from a source PSCell to the target PSCell.
Failure in a CPAC procedure would impact system performance, the above failure cases should be considered for MRO for CPAC in NR-DC.
In case of an SCG failure occurs during CPAC execution phase or an SCG failure occurs shortly after successful CPAC execution, since it is the UE decides when CPAC execution is triggered, it is necessary for the UE to report the time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell in the SCG Failure Information message.
Proposal 1: The UE reports the time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
[bookmark: _Hlk114148411]Additionally, in R17, timeSCGFailure IE is introduced in the SCG Failure Information message to indicate the time elapsed since the last execution of RRCReconfiguration with reconfigurationWithSync for the SCG until the SCG failure. For a CPAC procedure, this IE can be reused to indicate the time elapsed since the CPAC execution towards the target PSCell until the SCG failure, i.e. the time elapsed since executing the last PSCell addition/change towards the target PSCell until the PSCell addition/change failure or a RLF occurring shortly after the successful PSCell addition/change. 
Proposal 2: The UE reports the time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
In RAN3#119meeting, RAN3 sent an LS [3] to inform that RAN3 has agreed that if there are multiple events configured for CPA/CPC, it is beneficial if the UE reports:
-	the type of the first triggered CPAC event, and
-	the time duration between the two triggered CPAC events.
Based on RAN3’s agreements, to let network know more information for modifying CPAC execution condition(s), it is needed for the UE to report the first fulfilled CPAC triggering event e.g., A3 or A5, and the time elapsed between two CPAC triggering events if both the two CPAC triggering events are fulfilled.
[bookmark: _Hlk131518751]Proposal 3: The UE reports the first fulfilled CPAC triggering event and the time elapsed between two CPAC triggering events if both the two CPAC triggering events are fulfilled.
2.2 MRO for fast MCG link recovery
RAN2#120 meeting agreed to consider at least below scenarios for fast MCG recovery MRO:
a.	T316 expiry;
b.	SCG failure/deactivation during fast MCG recovery (i.e., running of T316).
Whether to consider the case that SCG failure/deactivation upon fast MCG recovery is FFS, in this case, the UE can not transmit the MCGFailureInformation message to MN via SN due to SCG failure or SCG deactivation upon MCG failure, which should be avoided since service interruption is caused. It is needed to consider MRO for this dual RLF case.
Proposal 4: Consider the case that SCG failure/deactivation upon fast MCG recovery.
RAN2#120 meeting also agreed to enahnce RLF report to support MRO for fast MCG recovery, and fast MCG recovery failure cause shall be included for fast MCG recovery optimization but the details are FFS.
In RAN3#119 meeting, RAN3 sent an LS [3] to inform that RAN3 has agreed that it is beneficial if the UE reports at least:
· PSCell where SCG failure happened, and
· the cause of the fast MCG recovery failure containing at least:
· T316 expiry, 
· SCG failure, and
· SCG was deactivated or other cases where SCG is not available
· SCG failure type (at least t310-Expiry, randomAccessProblem, rlc-MaxNumRetx) if the cause of the fast MCG recovery is SCG failure
Obviously, the fast MCG recovery failure cause of case a is T316 expiry, and the failure cause of case b is SCG failure or SCG deactivation. It is beneficial for the UE to report the failure cause of fast MCG recovery failure in the RLF-Report to enable network to distinguish the reason of fast MCG link recovery failure for MRO. Furthermore, if the failure cause is SCG failure, the UE can also report the SCG failure type e.g. t310-Expiry, randomAccessProblem, rlc-MaxNumRetx and etc. RAN2 can confim RAN3’s agreements in [3].
Based on the reported fast MCG recovery failure information in the RLF report, network can modify corresponding parameters for MRO purpose. For example, the RLF-Report including fast MCG recovery failure related information may be transferred to MN and/or SN by the receiving node, then MN and/or SN can underatand why fast MCG link recovery fails e.g. based on the failure cause or failure type, and perform configuration update to aviod such a failure, for example, if failure is due to the timer T316 expires, MN may enlarge the duration of timer T316.
Proposal 5: The UE reports fast MCG recovery failure related information in the RLF report:
· PSCell where SCG failure happened;
· cause of the fast MCG recovery failure, e.g. T316 expiry, SCG failure, SCG was deactivated or other cases where SCG is not available;
· failure type of the SCG failure, e.g. t310-Expiry, randomAccessProblem, or rlc-MaxNumRetx, when the cause of the fast MCG recovery failure is SCG failure.
3	Conclusion
In this contribution, the details of MRO for CPAC and fast MCG link recovery are discussed. We have the following proposals:
Proposal 1: The UE reports the time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell.
Proposal 2: The UE reports the time elapsed since the CPAC execution towards the target PSCell until the SCG failure.
Proposal 3: The UE reports the first fulfilled CPAC triggering event and the time elapsed between two CPAC triggering events if both the two CPAC triggering events are fulfilled.
Proposal 4: Consider the case that SCG failure/deactivation upon fast MCG recovery.
Proposal 5: The UE reports fast MCG recovery failure related information in the RLF report:
· PSCell where SCG failure happened;
· cause of the fast MCG recovery failure, e.g. T316 expiry, SCG failure, SCG was deactivated or other cases where SCG is not available;
· failure type of the SCG failure, e.g. t310-Expiry, randomAccessProblem, or rlc-MaxNumRetx, when the cause of the fast MCG recovery failure is SCG failure.
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