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Introduction
In last RAN2 meeting, based on the Email#053 of RAN2#120 meeting [1], RAN2 agreed to aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following solutions:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP). 
The possible relations between solutions and use cases are given in the table:
Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analyse
And then base on the offline#027 of RAN2#121 meeting [2], expected pros and cons are captured for the listed solutions, the agreeable pros/cons by most companies are achieved and can be considered as starting point for continued discussion:
The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 
In this contribution, we intend to further discuss whether some solutions can be considered as high priority for different use cases.
Discussion
For the solutions summarized from the email discussion, the pros and cons of each solution were summarized [1]. Thus, in this paper, we further discuss the solutions for each use case based on the aspects of:
· Terminated entities of UE/gNB/LMF/CN;
· Impact on other WGs.
Since Solution 4 is transparent to 3GPP, we focus on Solution 1a/1b, 2a/2b and 3a/3b in this paper.
For the CSI feedback enhancement and the beam management use cases
At least in current RAN1 discussion and assumption, the use cases of CSI feedback enhancement and Beam management only involve UE and gNB, so these two use cases can be discussed together. Generally speaking, these two use cases can work without any CN participation. Therefore the Solution 1a/1b between UE and gNB can take higher priority for these two cases.
Then to compare between the solution 1a and 1b, the pros and cons are captured in the Email discussion. Whether a first-best solution can be decided depends on the further discussion on the pros and cons. 
In our point of view, it is suggest RAN2 further discussing Solution 1a first, since it is the solution which can be more controlled and totally decided by RAN2 which has minimum impact on other WGs. 
[bookmark: _GoBack]Proposal 1: For the CSI feedback and the beam management use cases, prioritize the Solution 1a/1b for model transfer/delivery.
Observation 1: For the model transfer/delivery of CSI feedback and the beam management use cases, Solution 1a has minimum impact on other WGs and can be totally controlled and decided by RAN2.
For Solution 2a/2b, the AI model is transferred between UE and CN node. Among current use cases under discussion, CSI feedback enhancement and Beam management can use these two solutions. But in current RAN1 discussion and assumption, these two use cases only involve UE and gNB: For CSI feedback enhancement, two-sided model is considered as high priority, the CSI generation part is at UE and the CSI reconstruction part is at gNB-DU; For Beam management, the AI/ML model inference can be set at UE side or gNB side. Both use cases has no relationship with any CN node now. Therefore to use Solution 2a/2b, the model transfer from gNB to the CN node is necessary in the flow. Considering the Model generalization, it may have benefit to converge the models trained by different gNBs to one CN node for updated training. And then the CN node could transfer the new model to all UEs for model inference.
Proposal 2: For Solution 2a/2b, the model transfer from gNB to the CN node is necessary in the flow.
For the positioning accuracy enhancement use case
For positioning accuracy enhancement, 5 detailed positioning cases are identified by RAN1:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning 
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning 
The positioning Case 1/2a/2b is involving UE or involving UE and LMF which can be transparent to the gNB entity; and the positioning Case 3a/3b is involving gNB and LMF which has no relationship with UE. So to consider the model transfer/delivery, RAN2 should firstly focus on the first three cases.
Proposal 3: RAN2 takes positioning cases 1/2a/2b as high priority for the model transfer/delivery of the positioning accuracy enhancement use case.
For positioning accuracy enhancement use case, the LMF is an appropriate node to perform model training for network side model training and then to start DL model transfer to the UE.
Solution 3a/3b can only be used for positioning accuracy enhancement use case, and these two solutions can be applicable to the first 3 positioning cases listed above. Especially for positioning case2a/2b, the intermediate parameter(s) should be transferred between UE and LMF. Therefore, compared with solution 1a/1b or solution 2a/2b for which the model transfer should be terminated in gNB or CN, it is more convenient to transfer the AI model between UE and LMF directly e.g. using LPP specification. 
By using solution 3a/3b, the model can be trained in LMF for network side training, and it can be used in LMF or transferred to the UE directly. But if using other solutions, additional model transfer between LMF and gNB (for solution 1a/1b) or between LMF and other CN node (for solution 2a/2b) is necessary to be introduced, if model training is performed in the network side of LMF.
Based on the analysis above, we propose to prioritize the Solution 3a/3b for model transfer/delivery for positioning accuracy enhancement use case, as long as the Solution 3a/3b can work well.
Observation 2: Additional model transfer between LMF and gNB (for solution 1a/1b) or between LMF and other CN node (for solution 2a/2b) is necessary to be introduced, for network side model training in LMF.
Proposal 4: For the positioning accuracy enhancement use case, prioritize the Solution 3a/3b for model transfer/delivery.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For CSI feedback enhancement and beam management
Proposal 1: For the CSI feedback and the beam management use cases, prioritize the Solution 1a/1b for model transfer/delivery.
Observation 1: For the model transfer/delivery of CSI feedback and the beam management use cases, Solution 1a has minimum impact on other WGs and can be totally controlled and decided by RAN2.
Proposal 2: To use Solution 2a/2b, the model transfer from gNB to the CN node is necessary in the flow.
For positioning accuracy enhancement
Proposal 3: RAN2 takes positioning cases 1/2a/2b as high priority for the model transfer/delivery of the positioning accuracy enhancement use case.
Observation 2: Additional model transfer between LMF and gNB (for solution 1a/1b) or between LMF and other CN node (for solution 2a/2b) is necessary to be introduced, for network side model training in LMF.
Proposal 4: For the positioning accuracy enhancement use case, prioritize the Solution 3a/3b for model transfer/delivery.
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