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1. Introduction
In previous RAN2 meetings, the topic of XR specific capacity improvements was discussed and the following relevant agreements were made [1].
	RAN2 #121
· New BSR tables are fixed (=specified) or semi-static (RRC-based).
· FFS how many BSR tables are defined.
RAN2 #120
· RAN2 thinks we need one or more additional BSR table(s) for XR. FFS whether these are static (=specified) or dynamic (e.g. generated, differs according to some RRC parameter), can be discussed in WI phase. 
· RAN2 will introduce data volume information associated with delay information (e.g. remaining time) in a MAC CE. FFS if this is extension of BSR or new format. FFS how to do that (e.g. what exactly is reported) and how to ensure this information is up-to-date e.g. considering UL scheduling delay.
· RAN2 needs to discuss additional BSR triggering conditions to allow timely availability of buffer status information at gNB. This can be discussed in WI phase.



This document discusses possible enhancements to buffer status reporting for XR traffic. Particularly, we discuss how BSR could be enhanced for XR traffic for the following cases: (1) Additional BSR tables, (2) Delay Reporting and (2) BSR in the event of PDU discard.
Discussion
Additional BSR tables
The need for additional BSR table(s) for XR is agreed in RAN2 with the purpose of reducing quantization errors for typical high volume of data in UL buffer which can be expected for XR applications with high bit rates. It was left FFS in the last meeting whether the BSR table(s) are defined in a fixed or semi-static (via RRC signaling) way and how many of such additional BSR tables will be defined (i.e. one or more). Apart from this, there are also some other open aspects related to these additional BSR tables, which are discussed as follows.
[bookmark: _Ref131714887]Range of BS values for additional BSR Table(s) 
In the last RAN2 meeting, it was agreed that dynamic BSR tables are not considered, however the choice between fixed or semi-static tables has still not been made. A key deciding factor for open aspects, which are discussed in this section and the next, depends on the range of BS values which are considered for XR traffic. Legacy BSR tables follow an exponential quantization algorithm, and are defined as fixed tables for a large range of values for the buffer sizes, e.g., 0 to >150 kbytes for 5-bit buffer size field and 0 to >81Mbytes for 8-bit buffer size. For XR traffic, it is the understanding of companies that additional BSR tables will be defined to target large BS values with finer granularity. 
RAN1 TR 38.838 defines different traffic models, briefly summarized in table below for different XR traffic models (AR/VR and Cloud Gaming).
Table 1: XR traffic model
	Application
	Stream(s)
	↑ ↓
	Periodicity
(ms)
	Data rate (Mbps)
	Packet size
(bytes)
	PDB
(ms)

	VR
	Video
	DL
	16.6667
	30, 45
	Variable (*)
	10

	VR,
AR(**)
	Audio/video
	DL
UL
	10
	0.756, 1.12 
	945, 1400
	30

	VR, AR 
Cloud Gaming
	Pose/Control
	UL
	4
	0.2
	100
	10

	Cloud Gaming
	Video
	DL
	16.6667

	30, 8
	Variable (*)
	15

	AR
	1 or multiple
	UL
	16.6667
	10
	Variable (*)
	30, 10, 15


(*) Packet size is calculated based on a truncated Gaussian
(**) AR has similar model as VR but in UL (instead of DL)
From Table 1, we see that the average data rate for XR traffic (video or AR) is tens of Mbps, with periodicity of 60 fps or 16.67 ms, and PDB about 10 ms. It means that typically when UE reports one BSR (e.g. around every 20 ms), the worst case is that UE reports buffer value of 2 bursts (assuming PDB of 10ms for each burst). If UE reports BS value of 81 MBytes, for two bursts, with 60 fps video, on average, each data burst has the size of 81/2 MBytes. The supported throughput with BS size 81Mbytes, which is the maximum nominal BS value in current BS table, can then be calculated as 81/2 Mbytes * 8 bit / Byte * 60 / second = 19.44 Gbps, which seems more than sufficient. Since the decision on the range of BS values considered for XR traffic can be used as a pre-requisite for deciding whether the additional tables are fixed or semi-static, and considering the discussion above, RAN2 can agree to use the same upper limit for BS value for the additional BSR table. For the lower limit for the BS value (0 kbytes in legacy BS table), a straightforward approach is to keep the same lower limit for the new BS table to avoid the possibility of LCGs, in the same BSR, having BS value mapping to different BS tables (legacy and new). In this case, e.g., the number of bits could be increased to achieve finer granularity. We therefore propose to keep the BS value range (i.e. both upper and lower limit) same as legacy table (i.e. 0 to >81Mbytes).
Observation 1. [bookmark: _Toc131722237]For BS value of 81 Mbytes, with 2 bursts buffered and 60 fps packet arrival rate, the supported throughput can be calculated as 81/2 Mbytes * 8 bit / Byte * 60 / second = 19.44 Gbps, which seems sufficient for XR traffic.
Proposal 1. [bookmark: _Toc131705960][bookmark: _Toc131722227]RAN2 agrees to define additional BS tables (with finer granularity) using the same range of BS  values as the legacy BS table, i.e., 0 to >81Mbytes.
Choice of Quantization Algorithm 
There can be two possibilities for the quantization algorithm to be used (i) linear, or (ii) exponential. For the case of (i) linear quantization algorithm, the step size would be fixed. This could imply that for a range of large BS values (in the order of Mbytes), either multiple BSR tables need to be defined if a smaller step size is used, or a larger step size is used while limiting the number of additional tables to be introduced. Since the underlying motivation for such additional BSR tables is to have finer granularity for BS value reporting, the use of a uniform and large step size especially for lower/initial values in the additional table seems counter-productive. On the other hand, if a uniform and short step size is used, then for XR traffic with multiple PDUs of 1500 bytes in a single PDU set, where multiple PDU sets may co-reside in the UL buffer at any given time, and BSR only sent every couple of subframes (ms), this could imply addition of multiple BS tables, with relatively negligible increments for large BS values. A variable step size, that is, an exponential algorithm similar to legacy seems more appropriate to report the buffer size. Depending on the range of values to be supported, a single additional table may also be sufficient in the case of using an exponential quantization algorithm but more number of bits for the BS value could be added for finer granularity. However, it seems prudent to wait for RAN2 to finalize the BS value range before deciding on the quantization algorithm.
Observation 2. [bookmark: _Toc131608066][bookmark: _Toc131722238]Decision on quantization algorithm and number of additional BSR tables to be defined depends on the range of BS values considered for XR traffic.
Reporting configuration
[bookmark: _Toc131430868][bookmark: _Toc131430914]In company contributions in the last RAN2 meeting #121, a question on when the new BSR table could be used was also brought up. A straightforward approach could be to define a pre-configured threshold on the buffer volume. In this case, if BS value is greater than threshold, the UE can use the new BSR table, otherwise it uses the legacy BS tables. If the UE does use the new BSR table, it can indicate a different LCID to differentiate which BS table (legacy or extended/new table) is being used for the BSR. If RAN2 decides that the BS values in the additional BSR tables may have some (or complete) overlap with the range of values supported in previous BS tables, UE behavior needs to be defined, i.e., whether it will always use the new table, or whether it only uses the new table in scenarios when quantization error is above a certain threshold.
Proposal 2. [bookmark: _Toc131722228]UE uses a threshold condition based on the buffer size to determine use of new BS table to provide finer granularity for larger BS value to reduce quantization error.
Another point raised by companies was whether the same BSR could contain LCGs using different BSR tables (this scenario was briefly considered in 2.1.1). One option here could be to use a larger buffer size field (e.g 9 or 10 bits instead of the legacy 8-bit BS). Then the UE can uniformly treat all LCGs, i.e., it uses the same BS table (new or legacy) for all LCGs in the BSR. A second option could be for the UE to enable per-LCG choice of which BS table to use. This option of per-LCG table selection could be more efficient, however, it would likely also increase the decoding complexity of the MAC PDU carrying the BSR. Additionally in this case, a new mapping table for per-LCG association to a BS table may be needed. Comparing these two options, we believe having an extended size (if needed), e.g., 10-bit BS field size, and uniform use of BS table across all LCGs in a BSR may be more straightforward without introducing much signalling overhead. 
Proposal 3. [bookmark: _Toc131430870][bookmark: _Toc131430916][bookmark: _Toc131430959][bookmark: _Toc131430982][bookmark: _Toc131495426][bookmark: _Toc131705963][bookmark: _Toc131722229]The same BS table is used by all LCGs in a BSR. FFS if extended BS field size is needed, e.g 10-bits, depending on the range of BS values covered by the additional table(s). 
Delay Reporting
Aggregation level and reported value
RAN2 has agreed to introduce data volume information associated with delay information (e.g. remaining time) in a MAC CE. However, details on the format, value reported etc has not been decided in RAN2.
At any given time, there may be multiple PDU sets stored in the UL buffer, and each PDU set can have its own PSDB value. The definition of remaining time for PDUs or data stored in the UL buffer could vary according to the delay budget value of their associated PDU sets, however reporting delay information of remaining time per PDU set could potentially result in significant overhead, especially for smaller PDU sets. RAN2 therefore needs to decide on an aggregation level over which delay values (or remaining time) can be reported e.g over all PDUs/PDU-sets stored in the UL buffer, or per sub-group of PDU-sets. If the BSR is used to convey this aggregated delay information to the gNB, an appropriate aggregation level could be per logical channel group (LCG). This delay value could be reported for all, of only few LCGs, and the reporting can be configurable per LCG.
Proposal 4. [bookmark: _Ref118226917][bookmark: _Toc118409511][bookmark: _Toc127220574][bookmark: _Toc127398591][bookmark: _Toc127464791][bookmark: _Toc127464801][bookmark: _Toc127464820][bookmark: _Toc131430871][bookmark: _Toc131430917][bookmark: _Toc131430960][bookmark: _Toc131430983][bookmark: _Toc131495427][bookmark: _Ref131607900][bookmark: _Ref131607917][bookmark: _Toc131705964][bookmark: _Toc131722230]Delay information based on the remaining time can be determined/reported by UE in the BSR at an aggregation level per logical channel group (LCG). Network can configure the UE for which (or all) LCGs this delay information can be included.
In the case of aggregation, it needs to be decided how the delay value is calculated e.g., it could be the mean or worst-case value across multiple PDU sets of a given LCG, that is, the smallest or mean value of remaining delay budget among PDU-sets mapped to that LCG. Since the aim is to aid faster scheduling especially for delay stringent XR traffic, it seems prudent to report the worst-case value, since this would dictate whether the PDU set is about to exceed its delay budget. Reporting the average value could be inefficient especially if there is large difference in remaining time of different PDUs or PDU sets.
Proposal 5. [bookmark: _Hlk131588177][bookmark: _Toc127220575][bookmark: _Toc127398592][bookmark: _Toc127464792][bookmark: _Toc127464802][bookmark: _Toc127464821][bookmark: _Toc131430872][bookmark: _Toc131430918][bookmark: _Toc131430961][bookmark: _Toc131430984][bookmark: _Toc131495428][bookmark: _Toc131705965][bookmark: _Toc131722231]If multiple remaining times are available for one aggregation level, UE reports the worst-case (i.e. the smallest value) of remaining delay budget at the reporting aggregation level. E.g., one aggregation level is per LCG if Proposal 5 is agreed.
Remaining Time Based Configuration and Trigger
For data in the UL buffer, the UE can determine the remaining time before expiration of preconfigured timer based on the maximum delay constraint (e.g based on PDB/PSDB value) and the amount of time that the data has been queued/buffered. A new trigger condition can be introduced for when to provide the information associated with the remaining delay, based on a preconfigured delayThreshold value. In addition, network may disable or stop allowing such delay reporting if frequent delay triggered reports are being transmitted by the UE, or it could enable such delay reporting for delay critical applications. To this end, the network can configure a delayReportEnabled parameter per DRB or per MAC entity. Then, if delayReportEnabled is supported and enabled, the UE reports the aggregated remaining time value per LCG and the associated data volume in the BSR.
Proposal 6. [bookmark: _Toc127464793][bookmark: _Toc127464803][bookmark: _Toc127464822][bookmark: _Toc131430873][bookmark: _Toc131430919][bookmark: _Toc131430962][bookmark: _Toc131430985][bookmark: _Toc131495429][bookmark: _Toc131705966][bookmark: _Toc131722232]Network can enable/disable delay information reporting by the UE by using a new delayReportEnabled parameter, e.g., which can be enabled for delay critical applications.
Proposal 7. [bookmark: _Toc127464794][bookmark: _Toc127464804][bookmark: _Toc127464823][bookmark: _Toc131430874][bookmark: _Toc131430920][bookmark: _Toc131430963][bookmark: _Toc131430986][bookmark: _Toc131495430][bookmark: _Toc131705967][bookmark: _Toc131722233] A new trigger condition based on a preconfigured delayThreshold value is defined for UE to determine when to include delay information the BSR. For example, if delayReportEnabled is configured AND the remaining time for any given PDU set falls below delayThreshold, then UE reports the delay information and associated data volume.

Reporting Format
[bookmark: _Toc115306479][bookmark: _Toc115095776][bookmark: _Toc115108809][bookmark: _Ref115304126][bookmark: _Toc115306481][bookmark: _Toc115342518][bookmark: _Toc115346013][bookmark: _Toc115346363]To reflect delay in BSR, a new BSR mapping table for delay values similar to Table 6.1.3.1-1 and Table 6.1.3.1-2 in TS 38.321 could be created. A new MAC CE for enhanced BSR can be defined to carry delay information for XR traffic, where this delay information is provided per logical channel group as the smallest or mean value of remaining delay budget of data carried by any given logical channel in a particular logical channel group. An example of such MAC CE is shown in Figures 1a and 1b below. In the example MAC CE in Figure 1a, it is assumed that for any LCG both the buffer size and the delay value is reported. In the example MAC CE in Figure 1b, it is assumed that LCG-ext is set to 1 for only those LCGs for which a delay value is reported.


[bookmark: _Ref114739212]Figure 1a: BSR MAC CE with Remaining Time Information reported for all LCGs



Figure 1b: BSR MAC CE with Remaining Time Information reported for some LCGs

Proposal 8. [bookmark: _Toc118118127][bookmark: _Toc118118272][bookmark: _Toc118409513][bookmark: _Toc127220577][bookmark: _Toc127398594][bookmark: _Toc127464795][bookmark: _Toc127464805][bookmark: _Toc127464824][bookmark: _Toc131430875][bookmark: _Toc131430921][bookmark: _Toc131430964][bookmark: _Toc131430987][bookmark: _Toc131495431][bookmark: _Toc115386250][bookmark: _Toc115387393][bookmark: _Toc131705968][bookmark: _Toc131722234]A new MAC CE for enhanced BSR is defined to carry delay information for XR traffic, where this delay information is provided per logical channel group. 
New BSR Trigger for Discard Operation in XR
To avoid/minimize resource wastage following PDU discard, RAN2 can discuss methods of efficient buffer status reporting of XR traffic in uplink. One scenario where this is needed is in the event of XR traffic discard, i.e., when transmitting entity (i.e. the UE) decides to discard a PDU set, if some PDUs within that set are lost/corrupted/delayed during UL transmission [2]. In this case, a problem in relation to feedback and BSR from the UE side is that network might have outdated BSR information when UE discards packets without knowledge of the network. In some cases, the network may have allocated UL grants for packets that are discarded by UE before gNB has received an updated BSR. In other cases, the network might not have allocated a grant yet, but it could still benefit from knowledge of reduction in UE’s buffered data volume e.g. for future scheduling, resource usage/planning. An example of such scenario is shown in Figure 2 below.  


[bookmark: _Ref115342480]Figure 2: Updated BSR after PDU discard
For this issue, a new BSR triggering condition can be introduced such that when UE performs the discard of packets, it sends an updated BSR to the gNB with the updated data volume in the buffer (after subtracting the discarded packets’ volume), i.e the UE reports a reduction in UL data volume via a BSR. It is also possible that following a discard operation, there may not be any data left in the UL buffer for that LCG, which could also be reported with the introduction of discard-based BSR trigger. 
Proposal 9. [bookmark: _Toc127220579][bookmark: _Toc127398596][bookmark: _Toc127464796][bookmark: _Toc127464806][bookmark: _Toc127464825][bookmark: _Toc131430876][bookmark: _Toc131430922][bookmark: _Toc131430965][bookmark: _Toc131430988][bookmark: _Toc131495432][bookmark: _Toc131705969][bookmark: _Toc131722235]PDU discard at UE transmitter triggers a BSR to report reduction in UL buffer data volume.
The BSR transmitted in the event of PDU discard can potentially use the existing BSR MAC CE to report the data in the UL buffer, however some prohibiting conditions may be required considering also how often such PDU discard triggered BSRs can be generated. To this end, some additional condition(s) might need to be met in connection with the discard of the data for the UE.
1) In the event of PDU-set discard, the discard update BSR is only triggered if the volume of discarded data is more than configured threshold
2) A prohibit timer can be introduced such that a BSR once triggered in the event of PDU set discard, can only be re-triggered after a preconfigured time duration.
Proposal 10. [bookmark: _Toc127220580][bookmark: _Toc127398597][bookmark: _Toc127464797][bookmark: _Toc127464807][bookmark: _Toc127464826][bookmark: _Toc131430877][bookmark: _Toc131430923][bookmark: _Toc131430966][bookmark: _Toc131430989][bookmark: _Toc131495433][bookmark: _Toc131705970][bookmark: _Toc131722236]RAN2 to discuss additional conditions e.g on the amount of discarded data, or time elapsed between discard triggered BSRs can be useful and may be needed for discard triggered buffer status reporting. 
1. [bookmark: _Toc463058201][bookmark: _Toc463058245][bookmark: _Toc463058202][bookmark: _Toc463058246][bookmark: _Toc463058203][bookmark: _Toc463058247][bookmark: _Toc465992504][bookmark: _Toc465993063][bookmark: _Toc465993086][bookmark: _Toc465993148][bookmark: _Toc465993084]Conclusion
The observations and proposals are captured as follows:

Observation 1.	For BS value of 81 Mbytes, with 2 bursts buffered and 60 fps packet arrival rate, the supported throughput can be calculated as 81/2 Mbytes * 8 bit / Byte * 60 / second = 19.44 Gbps, which seems sufficient for XR traffic.
Observation 2.	Decision on quantization algorithm and number of additional BSR tables to be defined depends on the range of BS values considered for XR traffic.

Proposal 1.	RAN2 agrees to define additional BS tables (with finer granularity) using the same range of BS  values as the legacy BS table, i.e., 0 to >81Mbytes.
Proposal 2.	UE uses a threshold condition based on the buffer size to determine use of new BS table to provide finer granularity for larger BS value to reduce quantization error.
Proposal 3.	The same BS table is used by all LCGs in a BSR. FFS if extended BS field size is needed, e.g 10-bits, depending on the range of BS values covered by the additional table(s).
Proposal 4.	Delay information based on the remaining time can be determined/reported by UE in the BSR at an aggregation level per logical channel group (LCG). Network can configure the UE for which (or all) LCGs this delay information can be included.
Proposal 5.	If multiple remaining times are available for one aggregation level, UE reports the worst-case (i.e. the smallest value) of remaining delay budget at the reporting aggregation level. E.g., one aggregation level is per LCG if Proposal 5 is agreed.
Proposal 6.	Network can enable/disable delay information reporting by the UE by using a new delayReportEnabled parameter, e.g., which can be enabled for delay critical applications.
Proposal 7.	A new trigger condition based on a preconfigured delayThreshold value is defined for UE to determine when to include delay information the BSR. For example, if delayReportEnabled is configured AND the remaining time for any given PDU set falls below delayThreshold, then UE reports the delay information and associated data volume.
Proposal 8.	A new MAC CE for enhanced BSR is defined to carry delay information for XR traffic, where this delay information is provided per logical channel group.
Proposal 9.	PDU discard at UE transmitter triggers a BSR to report reduction in UL buffer data volume.
Proposal 10.	RAN2 to discuss additional conditions e.g on the amount of discarded data, or time elapsed between discard triggered BSRs can be useful and may be needed for discard triggered buffer status reporting.
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