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1	Introduction
The following agreements were captured in the previous RAN2 meeting on application awareness [R2-2301902]:
	
RAN2 thinks UL jitter may be present for XR (e.g. for tethering use cases). It is unclear how network would use UL jitter information (depends on what would be signalled and would anyway be up to network implementation).  
RAN2 intends to support tethering use case for XR. This may require signalling of some UL traffic arrival information from UE to network.
Can discuss clarifications to data burst definition in the TR



 
This contribution discusses which type of PDU Set and Data Burst information that can be used in UL by RAN2 to support XR services. In particular, it defines the difference between delay and jitter to decide whether additional mechanisms are needed for monitoring and exposure.
2	Discussion
2.1	Signalling of PDU Set Information in UL
According to TR 26.926, application data units generated by media services like XR are mapped to one or several transport packets, which include information on timing, content, etc. These transport packets are then fragmented into smaller IP packets due to the limitation of Maximum Transfer Unit (MTU) size. Statistical properties of application data units, transport packets, and IP packets generated from real media content of different media streams have been analysed in TR 26.926 to design an appropriate statistical traffic model for XR services. The traces of application data units, transport packets, and IP packets are identified as V-Traces, S-Traces, and P-traces. It is important to observe that properties of P-traces are measured before the XR Server sends them on the network connection. Therefore, statistical properties of V/S/P-traces including size and jitter are independent on the device that hosts the XR server and direction of the data connection.
Observation 1: in TR 26.926, statistical properties of P-traces are measured before the XR Server sends them on the network connection. Therefore, statistical properties of V/S/P-traces including size and jitter are independent on the device that hosts the XR server and direction of the data connection.
A parallel an SA4 study on smart tethered glass documented in TR 26.998 describes the end to end delay in Figure 4.2.2.4-3 of the document, including the tethered link, as well as UPF to application server delay. The study of those aspects and their impact continues in Release 18 in TR 26.806. KIs 1, 2 and 3 all relate to defining, determining, and reporting delay in a tethered scenario. While these KIs deal with the end-to-end delay as seen by the application, there is a clear recognition that, the tethering link, part of the total delay, has significance. Delay can be considered as just an offset to the P-traces described above, but it should also be noted that the source of this delay is a wireless link – be it WLAN, Sidelink or others. As such, it is subject to interference and channel impairments. 
Observation 2: the tethering use case includes a volatile wireless link on the UL path of the XR application, which can contribute to both fixed delay but also additional jitter for on the Uu interface.
It is perhaps worth clarifying what is meant by delay and jitter – both are described in RFC 4689. Delay (or more precisely forwarding delay) is inherently a metric describing an individual packet delivery. For the purposes of this discussion, we consider this being System Under Test (SUT) forwarding delay, where the individual device’s forwarding delays are simply added. Jitter is the absolute difference in the delays between two packets. Some of the most relevant sources of jitter are congested and/or wireless networks. The example from above with tethering link over WLAN can be both congested and with poor radio conditions contributing to jitter. It is possible to have conditions with equal average delay but significantly different jitters. In some applications (for example audio) buffers can be used to account for and correct for link jitter. 
The information of delay and jitter is complementary in RAN. Delay is fundamental in the requested PDB. Jitter gives RAN hints as to the uncertainty of any indication of periodicity. Both metrics are useful but are applied to different aspects of the scheduling. 
Delay indication can be directly used with the specified PDB to inform packet dropping or prioritization schemes. This is typically done per packet or PDU set as discussed in SA2. Jitter indication is more useful for semi-static Radio Resource Management (RRM) decisions such as the configuration of SPS/CG, DRX cycles and dynamic decisions like the opportunity to skip certain PDCCH occasions using Rel-17 PDCCH monitoring adaptation schemes. As illustrated in Figure 1, which depicts two realizations of time arrivals of two consecutive XR frames, jitter information can for example be used to estimate the remaining time before the earliest arrival of the next frame and decide whether to skip or reduce PDCCH monitoring. 
[image: ]
Figure 1 – Example of two traffic arrivals where semi-static UL jitter information can help the network to decide whether to apply PDCCH skipping (case A) or not (case B). Arrival time of frame (k+1) is not known until its arrival, but jitter can be used to estimate the earliest arrival time. 
Observation 3: both delay and jitter information can be useful to RAN for RRM and scheduling decisions.
Observation 4: in the tethering use case the added tethering link delay/jitter can further constrain scheduling.
Proposal 1: UL jitter should be informed to the gNB.
2.2	PDU Set Information in UL and DL
SA2 has agreed to provide the following information dynamically [23.501]:
-	PDU Set Size in bytes;
-	End PDU of the PDU Set;
-	End of Data Burst (EOB) indication in the header of the last PDU of the Data Burst.
Additionally,  in their reply LS to RAN1 [S2-2301384], SA2 states that "During a Data Burst, the RAN should not assume periods of data transmission inactivity" and ““the period of time” [between consecutive Data Bursts] may vary for different Data Bursts and its duration is related to the data amount of the Data Burst and the reception time interval of each two successive packets of a Data Burst”. This means that the relationship between PDU Set and Data Burst must be considered when using PDU Set Information. Examples PDU Set and Data Burst Relationship are indicated in the following figures:
[image: ]
Figure 2 – A PDU Set is included in one Data Burst (i.e., PDU Set and Data Burst coincide). 
For example, a PDU Set identifies a frame of a video stream.
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Figure 3 – Multiple PDU Sets are included in one Data Burst. 
For example, PDU Sets identify a video stream and an audio stream, that are multiplexed together. 
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Figure 4 – A PDU Set is included in multiple Data Bursts.
For example, a PDU Set identifies a video stream.
As it can be observed from Figure 2-4, only in alternative 1:1 (Figure 1) PDU Set and Data Burst coincide and can be used interchangeably by RAN. In all other cases, the most appropriate entity and indicator between EOB, End PDU of the PDU Set, and PDU Set size depends on the RAN functionality that use such information.
Solutions that exploit the periodicity of the traffic pattern, which is composed of a transmission period followed by a silent period, benefits from the use of EOB. These schemes include for example power saving schemes as the ones discussed during the RAN1 SI on XR enhancements, where UE sleep/inactive period is triggered once the last PDU of a frame has been successfully served. In this case the frame can correspond to a Data Burst, and it is composed of multiple PDU Sets, which may for example correspond to the slices in which the frame has been split.
In contrast, solutions that benefit from the use of End PDU of the PDU Set and PDU Set size rather than EOB includes mechanisms that take advantage of the identification of PDUs as part a single entity, namely their PDU Set, and/or the indication of whether all PDUs are processed in an integrated way by the application, i.e., PDU Set Integrated Handling Indicator (PSIHI). For example, mechanism like discarding and prioritization based on PDU Set information and PSIHI belong to this category.
Observation 5: the most appropriate information between EOB indicator, End PDU of the PDU Set, PDU Set size, and other PDU Set information depends on the RAN functionality and its implementation.
Thus, both the notion of bursts and sets are useful, and we suggest to simply acknowledge the decisions made by SA2, without the need to mandate nor specify how these are used by the gNB.
Proposal 2: PDU Set information like EOB indicator, End PDU of the PDU Set, PDU Set size is all useful and its use should be left to implementation. 
2.3	Impacts of PSER, PSDB, and PSIHI
PDU Set Integrated Handling Indicator (PSIHI) indicates whether all PDUs that belong to a PDU Set shall be delivered to the receiver. When it is set to true, PSIHI can be used to prioritize or discard PDUs in case of congestion. For example, the loss of a PDU, including its delivery beyond the PDU Set Delay Budget (PSDB), can be used to reduce the scheduling priority of the remaining PDUs in the PDU Set. However, the interplay between PSER and packet error rate (PER) must be carefully considered when PSIHI is set to true and PDU discarding is executed according to PSIHI. In particular, PDU discarding based on PSER information may be limited depending on the value configured for the PER of a certain QoS flow.
Let us consider the example illustrated in Figure 1 where a QoS flow is split into consecutive PDU sets of the same size (10 PDUs each). The QoS flow can represent the DL video stream of a XR application and each PDU set a video frame carried by multiple IP packets. Let us assume the operator has configured PER and PSER equal to 1%, and the window for computing the PER is set equal to 100 PDU Sets (i.e., 1000 PDUs). This corresponds to drop at most 1 PDU Set and at most 10 PDUs out of 100 PDU Sets. However, the 10 PDU losses cannot be spread across multiple PDU Sets, otherwise the PSER will be larger than 1% (e.g., if 10 PDU Sets have 1 lost PDU each, then PSER=10%, since all PDUs in the PDU Set must be delivered to consider the corresponding PDU Set correctly received). In contrast, if the operator has configured the PSER equal to 2% and the PER equal to 1%, then at most 2 PDU Sets and at most 10 PDUs out of 100 PDU Sets can be lost or discarded. If the second PDU of the first PDU Set is lost, then the network can decide to drop the remaining 8 PDUs because they become useless for the application. After discarding the 8 remaining PDUs of the first PDU Set, the left PDU loss budget will be 1 PDU and after another PDU loss the network will not be able to discard any more PDUs within the same PDU Set.
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Figure 5 – Example of a QoS flow split into PDU sets of the same size (10 PDUs), 
PER=1%, PSER=2%, and 100 PDU Sets for computing the PER and PSER. 
If the network discards the 8 PDUs in the first PDU Set after the loss of the 2nd PDU, then only one PDU loss can be sustained by the network for the next 99 PDU Sets to meet the PER
Observations 6: PDU discarding (e.g., PDCP discarding) must be executed carefully when both PSER and PER are configured and the relationship between PSER and PER, which depends on other PDU Set parameters like the PDU Set size, must be considered.
Proposal 3: Consider PSER when PSIHI is set, PER otherwise. In other words, the PER criteria should ignore the lost PDUs due to discard triggered by PSIHI.
Additionally, the interplay between PDU Set Delay Budget (PSDB) and packet delay budget (PDB) must be also carefully considered when handling PDUs of a PDU Set in the RAN. In particular, if both PDB and PSDB are jointly used, the RAN may apply delay requirements that are unnecessarily stringent for the XR application, thus using too many radio resources for a certain XR UE. The use of either PSDB or PDB is critical in functions like PDCP discarding especially in UL where the UE should also be informed on which PDU(s) to discard after the timer expires: a single PDU or all the remaining PDUs of the PDU set. Our companion paper discusses more in detail the impact of PDU Set Information on discarding operations [R2-2302720].
Figure 6 shows the problem of using both PDB and PSDB. In the figure, ti represents the arrival time of the i-th PDU in the PDU Set, which is composed of 5 PDUs in that example. When using PDB, each PDU i must be successfully delivered by . In contrast, when using PSDB, each PDU must be successfully delivered by . In the case illustrated in the figure, all PDUs must be served by  instead of the largest . In this case, the discarding timer must be set differently by the UE when using PSDB or PDB.
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[bookmark: _Ref125971862]Figure 6 – Example of PDB more stringent than PSDB.
Observations 7: The interplay PSDB and PDB must be carefully considered when handling PDUs in the RAN otherwise PDUs in a PDU Set may be processed with more stringent requirements than those indicated by the application, thus resulting in larger use of radio resources.
Observation 8: The use of either PSDB or PDB is critical in functions like PDCP discarding especially in UL where the UE should also be informed on which PDU(s) to discard after the timer expires. 
Proposal 4: Consider PSDB when set, PDB otherwise.
NOTE:	This confirms the SA2 agreement that when the PSDB is available, the PSDB supersedes the PDB [23.501]
3	Conclusion
This document has made the following observations:
Observation 1: In TR 26.926, statistical properties of P-traces are measured before the XR Server sends them on the network connection. Therefore, statistical properties of V/S/P-traces including size and jitter are independent on the device that hosts the XR server and direction of the data connection.
Observation 2: the tethering use case includes a volatile wireless link on the UL path of the XR application, which can contribute to both fixed delay but also additional jitter for on the Uu interface.
Observation 3: both delay and jitter information can be useful to RAN for RRM and scheduling decisions.
Observation 4: in the tethering use case the added tethering link delay/jitter can further constrain scheduling.
Observation 5: The most appropriate information between EOB indicator, End PDU of the PDU Set, PDU Set size, and other PDU Set information depends on the RAN functionality and its implementation.
And proposed the following:
Proposal 1: UL jitter should be informed to the gNB.
Proposal 2: PDU Set information like EOB indicator, End PDU of the PDU Set, PDU Set size is all useful and its use should be left to implementation. 
Proposal 3: Consider PSER when PSIHI is set, PER otherwise. In other words, the PER criteria should ignore the lost PDUs due to discard triggered by PSIHI.
Proposal 4: Consider PSDB when PSIHI is set, PDB otherwise.
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