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Introduction
In RAN2 119b-e meeting, there were some discussions about handover enhancements and some agreements were achieved as follows:
Agreements
1. RAN2 can further consider whether some information in the handover command that can be common to all UEs, can be delivered to UEs in common signalling and if there is real benefit (in terms of signalling overhead reduction) in this
2. Send an LS to RAN1 (cc RAN4) listing the scenarios (intra-satellite, inter-satellite with same or different feeder links) and check with RAN1 in which scenarios RACH-less is possible (with no indication of RAN2 preference)
Agreements
1. RAN2 confirms that at least for the moving cell case the next serving cells can be largely predicted in NTN (at least for UEs not at the cell edge) thanks to the existence of predefined satellite orbits and negligible UE’s mobility in comparison to satellite’s motion (we can further discuss at the next meeting whether this applies to idle mode UEs as well)
2. New Proposal 2: RAN2 continues the discussion (e.g. at RAN2#120) on the solution with keeping the same PCI after switching of the satellites. Clarify at least the following: 
	•	RAN1 impact
	•	The need to perform UL beam switching and/or RA 
	•	Applicability to hard or soft satellite switching

Then in this contribution, we would like to provide our considerations on PCI unchanged for addressing the issues of significant signaling overhead, power consumption, as well as degrading the service performances caused by service interruption due to HO signaling latency due to frequent HO.
Discussion
[bookmark: _Hlk41985036]2.1 Motivation for PCI unchanged
NTN is an important supplement to the terrestrial cellular communication technology, which can provide ubiquitous coverage without being restricted by terrain and landform, and connects the sky, sea and other spaces with the integration of the satellite communication network and the ground 5G network. Based on this, 5G NTN will be widely used in the future. Although CMCC is a traditional terrestrial operator, CMCC is very interested in feasibility, efficiency and performance of NTN and tends to join in providing NTN network service in the near future to bring huge social values into full play.
However, we noted a critical issues is the frequent and unavoidable handover for UEs (seconds, tens of seconds or hundreds seconds of HO frequency), even they are in stationary mode due to the high speed movement (e.g. 7.56 km/s) of satellite. Moreover, this will result in significant signaling overhead, power consumption, as well as degrading the service performances caused by service interruption due to HO signaling latency.
Observation 1: the critical issues which will impact on the widespread application of NTN service is the frequent and unavoidable handover for UEs (seconds, tens of seconds or hundreds of HO frequency), even they are in stationary mode due to the high speed movement (e.g. 7.56 km/s) of satellite. This will obviously result in significant signaling overhead, power consumption, as well as degrading the service performances caused by service interruption due to HO signaling latency.

On the other hand, in NR, the handover latency occurs mainly on handover execution phase, a simple assessment of sources of latency during handover execution is presented in the following Table 1:
Table 1: Minimum/Typical radio access latency components during handover in NR System
	Component/ Step
	Description
	Time (# of non-slot of M OFDM symbols)

	6
	RRC Connection Reconfiguration (Handover Command)
	N ms

	7
	SN Status Transfer
	0

	8.1
	Target cell search
	0

	8.2
	Average UE processing time for RF/baseband re-tuning, security update
	20ms

	8.3
	Average delay to acquire first available PRACH in target gNB
	0.5

	8.4
	PRACH preamble transmission
	1

	8.5
	UL Allocation + TA for UE
	3

	8.6
	UE sends RRC Connection Reconfiguration Complete
	1

	
	Minimum/Typical Total delay [ms] 
	(20+N)ms +5.5(non-)slots



Handover latency is highly dependent on the processing delay of both gNB and UE sides, where the processing time is dependent on various factors, and is highly related to implementation. Regarding the scaling of UE processing time, L1 processing time is a multiple of OFDM symbols. Considering that there are also L2 and higher layer processing, it is appropriate to assume the UE processing time is a multiple of non-slots of M OFDM symbols. Regarding BS processing time, it also depends on the implementation as well. We assume the L2/RRC processing delay N = 3ms. For example in NR FDD, below 6GHz, we assume the same processing delay for L2 and RRC for both BS and UE, e.g., with N ms which is not tightly connected with the (non-)slot length and sub-carrier spacing (SCS). Considering that for RACH below 6GHz, only 15 kHz and 30kHz SCS are supported, the SCS of 15kHz and 30kHz is considered. Regarding high frequency range (above 24 GHz), beam management needs to be taken into consideration as well. Based on the analysis from Table 2, the handover latency results of various N and M are illustrated in Table 2.
Table 2. Latency results for NR FDD 
	Slot / non-slot
 duration
	SCS

	
	15kHz 
	30kHz 

	M=2 (2OS non-slot)
	23.8 
	23.4

	M =4 (4OS non-slot)
	24.6
	23.8 

	M =14 (14OS slot)
	28.5 
	25.8 



Obviously, the minimum delay during handover execution in terrestrial scenario is about 23.4ms, which will be extended in NTN scenarios. This will significantly impact the user experience.
Observation 2: the minimum delay during handover execution in terrestrial scenarios is about 23.4ms, which will be extended in NTN scenarios. This will significantly impact the user experience. This means that the service will be interrupted in more than 23.4 ms, per seconds, tens of seconds or hundreds seconds.
Although DAPS had been specified in Rel-16, the function is still not so widespread supported by UEs, considering the complexity. Hence, PCI unchanged during the satellite switch is anticipated to be supported in NTN, as we proposed in Rel-17. Furthermore, as shown in figure 1, for quasi-earth fixed cell scenario, a gNB could provide service to a same coverage with connecting to different satellites. With the PCI unchanging after satellites switching, it is beneficial for HO signaling reduction due to unchanged cell from UE perspective, and there are also many configurations (e.g. servingCellconfigCommon, etc.) of the previous satellite could be reused.


Figure 1: quasi-earth fixed cell without PCI changing

Proposal 1: RAN2 should aim to address the issue of the frequent and unavoidable handover for UEs (seconds, tens of seconds or hundreds of HO frequency), at least for quasi-earth fixed cell scenario, which will obviously reduce significant signaling overhead, power consumption, as well as the impact on the service performances caused by service interruption due to HO signaling latency.

2.2 Issues for satellites switching without PCI changing
In RAN2 119bis meeting, RAN2 makes some discussion about keeping the same PCI after switching of the satellites without clear convergence and continues the discussion to this meeting to clarify the following issues at least:
	•	RAN1 impact
	•	The need to perform UL beam switching and/or RA 
	•	Applicability to hard or soft satellite switching
2.2.1 RAN1 impact
For the RAN1 impact, from our perspective, PCI not changing after satellites switching may need L1 mobility has no RAN1 impact, but the feasibility needs to be evaluated in RAN1. However, in current transparent payload, only Radio Frequency filtering, Frequency conversion and amplification are located in the satellite, while the part of PHY (including SSB generation, demodulation/decoding, switch and/or routing, coding/modulation), MAC, RLC, PDCP, SDAP and RRC all located in the terrestrial gNB equipped in the GateWay which is fixed during the service link switching. Hence, it seems just some system information needs update if needed, for example, there are some differences of hardware between two adjacent satellite, or some antenna configuration needs to be updated. Especially for quasi-earth fixed cell case, one satellite provide service to the same area until out of coverage, keeping same PCI after satellite switching is easy to perform. And with the updated system information, UE could implement UL synchronization based on NW assistance information and its own location information without handover. Therefore, there may have no technical problem to implement this, anyway, if companies are uncertain about the feasibility of such deployment where two satellites use the same PCI to serve the same area during service link switching, RAN2 can send an LS to RAN1 for confirmation on the feasibility of such deployment if needed.
Proposal 2: RAN2 assume no technical problem exists to implement PCI unchanging after satellites switching and n LS may be needed to RAN1 to confirm the view above, if needed.
2.2.2 Issues of Re-sync to new Satellite Cell
Considering the larger geometrical coverage of a satellite cell compared to terrestrial cell, the synchronization to a new arriving satellite cell is a critical issue to be addressed to avoid service interruption or radio link failure can be re-acquired easily due to UL/DL un-sync during the satellite switching. Firstly, the UL/DL re-sync notification to the UE to avoid UL/DL out of synchronization is required which requires only minor impact on specification. 
Specifically, a straightforward way is that network notifies the UE by either implicit information or explicit signalling. One way is to notify the switching time occasion in SIB or dedicated sigalling, or distribute some other triggering event. As some companies proposed time-based trigger and measurement-based trigger approaches.
Then the subsequent issue is how to perform UL re-sync. One way is to rely on the existing UL random access procedure and/or TAR procedure defined in NTN scenario. Alternatively, it can be simplified by implementation, as indicated in [3] that the RA procedure may can be omitted with the RP (reference point) at gateway due to that UE could calculate the TA with the propagation delay difference between current satellite and the upcoming satellite. But whether such an implementation specific manner really works as effectively as the initiating of RACH/TAR may need to be further discussed. 
[bookmark: _GoBack]Proposal 3: It is proposed to firstly make decision on how to address the issue of DL/UL re-sync awareness of the UE to avoid UL/DL out of synchronization during the satellite switching, e.g., either by notification by gNB via implicit information or explicit information. How to re-sync to a new arriving satellite is FFS.
2.2.3 Applicability to hard or soft satellite switching
For the last issue, for hard satellite switching, one PCI associates to only one single satellite at the same time, which can avoid the issue of PCI confusion and interference. Then some companies indicate that there may be some interruption between the new satellite and the old satellite. However we would like to clarify that this issue is not introduced by PCI unchanging, and with the network assistance information (e.g. ephemeris), it could be alleviated and ignored.

Observation 3: For hard satellite switching in quasi-earth fixed cell, there are no PCI confusion and interference issues. 
Proposal 4: At least for hard satellite switching in quasi-earth fixed cell, satellites switching without PCI changing is feasible with minor specification impact. 

While for soft satellite switching, two satellites maybe have a same PCI simultaneously leading to PCI collision and/or interference. Then in contributions among companies, there are some possible resolutions, for example, related MIMO technique enabling simultaneous reception of multiple beams [2], the upcoming satellite doesn’t provide CD-SSB but could provide NCD-SSB for UE to perform sync at the overlapping period [3], or by gNB implementation, e.g.,coordination between the two satellites(e.g., the two satellites will not transmit simultaneously) [4]. Therefore, the issue for soft switching case could be solved. But an LS to RAN1 maybe also needed to confirm the feasibility of the soft switching case.  
Observation 4: For soft satellite switching in quasi-earth fixed cell, PCI collision and/or interference issues could be solved. 
Proposal 5: An LS to RAN1 may be needed to confirm the feasibility of the soft switching case.

Conclusion
Based on the discussions mentioned above, in this contribution we provide some discussions on PCI unchanged and have the following observations and proposals:
Observation 1: the critical issues which will impact on the widespread application of NTN service is the frequent and unavoidable handover for UEs (seconds, tens of seconds or hundreds of HO frequency), even they are in stationary mode due to the high speed movement (e.g. 7.56 km/s) of satellite. This will obviously result in significant signaling overhead, power consumption, as well as degrading the service performances caused by service interruption due to HO signaling latency.
Observation 2: the minimum delay during handover execution in terrestrial scenarios is about 23.4ms, which will be extended in NTN scenarios. This will significantly impact the user experience. This means that the service will be interrupted in more than 23.4 ms, per seconds, tens of seconds or hundreds seconds.
Observation 3: For hard satellite switching in quasi-earth fixed cell, there are no PCI confusion and interference issues.
Observation 4: For soft satellite switching in quasi-earth fixed cell, PCI collision and/or interference issues could be solved. 

Proposal 1: RAN2 should aim to address the issue of the frequent and unavoidable handover for UEs (seconds, tens of seconds or hundreds of HO frequency), at least for quasi-earth fixed cell scenario, which will obviously reduce significant signaling overhead, power consumption, as well as the impact on the service performances caused by service interruption due to HO signaling latency.
Proposal 2: RAN2 assume no technical problem exists to implement PCI unchanging after satellites switching and n LS may be needed to RAN1 to confirm the view above, if needed.
Proposal 3: It is proposed to firstly make decision on how to address the issue of DL/UL re-sync awareness of the UE to avoid UL/DL out of synchronization during the satellite switching, either by notification by gNB via implicit information or explicit information. How to re-sync to a new arriving satellite is FFS.
Proposal 4: At least for hard satellite switching in quasi-earth fixed cell, satellites switching without PCI changing is feasible. 
Proposal 5: An LS to RAN1 may be needed to confirm the feasibility of the soft switching case.
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