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1 Introduction
In RAN2#119bis-e and RAN2#120 meeting, RAN2 discussed some issues on AI/Ml methods for NR air interface, including terminology, collaboration, model format, model transfer/delivery, etc. The following agreements were achieved:
	RAN2#119bis-e Agreements:
Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed
R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.
RAN2#120 Agreements:
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions



In this contribution, we discuss potential impacts on AI/ML for NR air interface.
2 Discussion
2.1 Model transfer/delivery
During the email discussion [Post120][053][AIML18] model transfer delivery (Huawei) , the following potential solutions were discussed, and pros and cons for each solution are summarized for further discussion in the report of email discussion [1]:
- Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signaling.
- Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signaling.
- Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signaling.
- Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
- Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
- Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
- Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
The discussion only touched the model transfer/delivery for downlink transmission, and the association with other LCM procedure (e.g. model training) is not considered. It implies that the entity of transferring/delivering the model is also the entity of training the model. For example, solution 1a and 1b imply that the model is trained at gNB, solution 2a and 2b imply that the model is trained at CN, solution 3a and 3b imply that the model is trained at LMF.
However, for CN involved solution(i.e. solution 2a and 2b), we think the motivation for CN to train the AI/ML model is still unclear, the use cases (e.g. CSI compression and beam management) is purely over air interface which only involves UE and gNB, so it is tricky for CN to collect all necessary data for model training. In addition, it is also hard for CN to understand the physical parameters and determine which AI/ML model is applicable for the specific use case. On the other hand, solution 2a and 2b needs more works in other WGs (e.g. SA2, CT1). 
Observation 1: The motivation for CN to train the AI/ML model is still unclear and it is tricky for CN to collect all necessary data for model training for CSI feedback and beam management use cases.
Therefore, we think it’s better to jointly consider model transfer/delivery with functionality mapping for model training. We suggest to de-prioritize the discussion on the case that the model is trained at CN and transferred/delivered to the UE at this stage. And it is proposed to prioritize to discussion on the cases the model is trained at gNB or LMF, the former case is applicable for CSI feedback enhancement and beam management, and the latter is applicable for positioning accuracy enhancement. 
Additionally, in RAN3 study on AI/ML for NG-RAN, the model training is either at gNB or OAM. Thus, we think the OAM can train the model and then delivery to the UE for CSI feedback enhancement and beam management.
Proposal 1: RAN2 jointly consider model transfer/delivery with functionality mapping for model training. RAN2 prioritize the discussion on case 1, case2, case 3, and de-prioritize the discussion on case 4.
- Case 1: the AI/ML model is trained at gNB for CSI feedback and beam management;
- Case 2: the AI/ML model is trained at LMF for positioning accuracy enhancement;
- Case 3: the AI/ML model is trained at OAM for CSI feedback and beam management;
- Case 4: the AI/ML model is trained at CN;
Regarding the listed solutions, in general, the UP-based solution can support the large size model transfer/delivery or transfer/delivery multiple models simultaneously, while the CP-based solution only  is challenged due to the limited signaling size. However, for solution 1b, as many companies commented, existing user plane is not applicable since it terminates at UE and UPF. Some companies proposed that a new layer may be introduced to handle the AI model transfer functionality. This will change the basic protocol stack of NR which has significant impacts on overall structure and specs. We think the solution with basic protocol stack change is difficult to be implemented in 5G-A stage, and it is better to consider in early 6G stage. Of course, other solutions without basic protocol stack change can be further discussed.
Proposal 2: For Solution 1b, the potential options with basic protocol stack change is de-prioritized, and potential options without basic protocol stack change can be further discussed for model transfer/delivery.
Considering the training entity and pros of UP-based solution, we understand another solution (solution 2c) may be applicable for model transfer/delivery, i.e. the model is trained at gNB and delivered to CN, then CN transfer/delivery the model to the UE via UP-based solution. With this solution, CN is not required to be aware of the physical parameters, while can support the large model transfer/delivery, gNB can also be naturally responsible for the life cycle management of AI/ML models. Although this solution has more delay compared with solution 2a and 2b, it is applicable to transfer the offline training model which is latency insensitive for all use cases. We think this potential solution can be further discussed.
[image: ]
Figure 2.1-1: Basic flow for solution 2c - model training at gNB, model transfer/delivery from CN to UE
Proposal 3: RAN2 take the solution 2c (i.e. the model is trained at gNB and delivered to CN, then CN transfer/delivery the model to the UE via UP-based solution) for further discussion.
On the other hand, the post email discussion only involved the model transfer/delivery between the UE and network entities, the model transfer/delivery between network entities is not discussed. We think it would be helpful to consider the model transfer/delivery within the network for the completeness of the solution. As we mentioned above, model training can be at OAM for CSI feedback enhancement and beam management, so the gNB-sided model or gNB part of two-sided model can be delivered to the gNB from OAM. For positioning accuracy enhancement use case, RAN1 agreed to study the potential impacts at least for the following cases, including NG-RAN node assisted positioning with gNB-side model (i.e. case 3a). It is possible that the model training is at LMF, and the model is delivered to gNB. 
	RAN1#110bis Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Although there may be no impacts on RAN2, we can list the potential solutions during SI for further discussion. So we can also consider the the model transfer/delivery between network entities.
Proposal 4: Model transfer/delivery between network entities(e.g. gNB and OAM, gNB and LMF) can be further discussed.

2.2 Data collection
For data collection, it may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. And each may be done with different requirements and potential specification impact. In addition, we understand that the different data should be collected for different use case. Therefore, data collection can be discussed per LCM procedure per use case.
Proposal 5: RAN2 study the data collection per use case for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc.
During the email discussion [Post120][054][AIML18] Data Collection (Ericsson/vivo) [2], the companies are fine to use the following potential data collection frameworks as starting point:
- SON&MDT
- UE assistance information
- RRC measurement reports
- CSI reporting framework
- LPP Provide location information
For model training, the existing data collection frameworks imply that the UE reports the measurement results to the network entities, i.e. the termination of data collection is network entities (e.g. gNB, OAM/TCE, LMF) and model training is also at these network entities, regardless of UE-sided model or NW-sided model or two-sided model. However, the model (e.g. UE-sided model, UE part of two-sided model) can also be trained at UE, the necessary data is needed to be transmitted to the UE for model training. The data collection mechanism for downlink may also be considered during SI phase. 
For example, in CSI compression using two-sided model use case, RAN1 agreed two types (Type 1 and Type 3 as following) of model training collaborations is prioritized in R18 SI. Especially, for type 3, UE-side CSI generation part is trained by UE side, the necessary data needs to be shared between the UE and gNB. RAN1 is also discussing the data sharing for this use case, and we can wait for RAN1’s further progress. RAN2 can focus on the uplink data collection framework first.  
	[bookmark: _Toc9037]RAN1#110 Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
RAN1#111 Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.


Proposal 6: RAN2 focus on the existing uplink data collection framework at this stage, and data sharing for Type 3 training in CSI compression using two-sided model use case can be further discussed based on RAN1 progress.
2.2 Other LCM procedure
For model registration and model configuration, since RAN1 has no common understanding on these procedures, RAN2 should postpone the discussion on model registration and model configuration until RAN1 clarifies the definition.
Proposal 7: RAN2 postpone the discussion on model registration and model configuration until RAN1 clarifies the definition.
For model selection/activation/deactivation/switching/fallback, RAN1 agreed to study the network-based and UE-based mechanism at least for UE sided model and two-sided model. In our understanding, for network-based mechanism, how the network indicates model selection/activation/deactivation/switching and fallback to the UE, or how the UE requests to the network may have impacts on RAN2. For UE-based mechanism, how the network configures the trigger event to the UE, or how the UE report the decision to the network also have RAN2 impacts.
	RAN1#110bis Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
RAN1#111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Observation 2: The mechanisms for model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models may have potential impacts on RAN2.
However, if the UE performs model selection/activation/deactivation/switching/fallback autonomously, and the UE’s decision is not reported to the network, it seems no impacts on RAN2 and is up to UE implementation. If the UE’s decision is reported to the network, regardless of functionality-based or model ID-based, there may be some impacts on RAN2. Anyway, more discussion is needed in RAN1, and RAN2 can discuss this based on RAN1’s progress.
Proposal 8: RAN2 can discuss the signaling and protocol impacts on model selection, activation, deactivation, switching and fallback for functionality-based and model-ID-based LCM procedure based on RAN1’s progress.
3	Conclusion
Here are the observations and proposals for AI/ML for NR air interface.
Model transfer/delivery:
Observation 1: The motivation for CN to train the AI/ML model is still unclear and it is tricky for CN to collect all necessary data for model training for CSI feedback and beam management use cases.
Proposal 1: RAN2 jointly consider model transfer/delivery with functionality mapping for model training. RAN2 prioritize the discussion on case 1, case2, case 3, and de-prioritize the discussion on case 4.
- Case 1: the AI/ML model is trained at gNB for CSI feedback and beam management;
- Case 2: the AI/ML model is trained at LMF for positioning accuracy enhancement;
- Case 3: the AI/ML model is trained at OAM for CSI feedback and beam management;
- Case 4: the AI/ML model is trained at CN;
Proposal 2: For Solution 1b, the potential options with basic protocol stack change is de-prioritized, and potential options without basic protocol stack change can be further discussed for model transfer/delivery.
Proposal 3: RAN2 take the solution 2c (i.e. the model is trained at gNB and delivered to CN, then CN transfer/delivery the model to the UE via UP-based solution) for further discussion.
Proposal 4: Model transfer/delivery between network entities(e.g. gNB and OAM, gNB and LMF) can be further discussed.
Data collection:
Proposal 5: RAN2 study the data collection per use case for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc.
Proposal 6: RAN2 focus on the existing uplink data collection framework at this stage, and data sharing for Type 3 training in CSI compression using two-sided model use case can be further discussed based on RAN1 progress.
Other LCM procedure:
Proposal 7: RAN2 postpone the discussion on model registration and model configuration until RAN1 clarifies the definition.
Observation 2: The mechanisms for model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models may have potential impacts on RAN2.
[bookmark: _GoBack]Proposal 8: RAN2 can discuss the signaling and protocol impacts on model selection, activation, deactivation, switching and fallback for functionality-based and model-ID-based LCM procedure based on RAN1’s progress.
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