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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction 
RAN2_120 made following agreements on AI/ML: 
	· R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
· R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
· For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions



And then there was an email discussion on model transfer delivery [3]. Email discussion prioritised DL data transfer during this phase of the study and then discussed advantages/disadvantages of different CP and UP based solutions. 
In this contribution, we provide our views on the handling of loss function and fallback mechanisms considering CP and UP solutions.
2. Discussion
Our brief understanding of different CP and UP solutions from the email discussion is as below:
CP-RRC solution may support multi-vendor scenario, secure model transfer but would need support of RRC segmentation and handling at HO and RLF issues due to big size data model transfer. CP-NAS and CP-LMF solutions have almost similar design principles as CP-RRC except that the termination point in the network is different and work split will be different.
[bookmark: _Hlk125819397]Then, three options for UP data were discussed and Option 1 – UP solution that gNB can transfer/deliver AI/ML model(s) to UE via UP data (not supported in current architecture). Option 2 – UP solution that CN can transfer/deliver AI/ML model(s) to UE via UP data is based on current system architecture and Option 3 – UP solution that LMF can transfer/deliver AI/ML model(s) to UE via UP data (assumed to be sub-clause of option 2). There was option 4 whereby model transfer occur between UE and a server.
CP vs UP solution:
Regarding CP vs UP solutions, we think it boils down to the choice between two solutions on a very high level: SRB4-like SRB carrying the AI/ML model transfer and associated signalling & the support for open AI/ML models between an external/internal server/entity and UE for UP based solution. There are other flavours of these solutions like e.g CP based solution could be terminated in either Core network or LMF and UP based solution terminating in the core network. In our understanding, UP based solution may allow third party AI/ML models to be developed and delivered over 3GPP networks for 3GPP RAN. For user plane a separate DRB which will carry the traffic from RAN to UE and vice versa may be required. 
The discussion so far has been on model transfer/delivery. While we look into the details beyond model transfer/delivery and at RAN1 progress on CSI compression/prediction/accuracy use cases, it seems that RAN1 is in the process of defining a loss function mechanism based on SGCS, Where SGCS is squared generalized cosine similarity. The loss function in our understanding, is about the gap between the predicted and actual outcome of a model. We found following reference to SGCS from [2]

UE
BS
W
W
Č
AI 
Encoder
AI 
Decoder
BitStream 
s
SGCS


Further, RAN1 is most likely to agree that “SGCS is separately calculated for each layer” and Spatial-frequency domain CSI compression using two-sided AI model was selected by RAN1. 
The detailed agreements are not so relevant for RAN2 in our opinion at this stage. However, we would like to stress the importance of specifying any such loss function for any use case either in rel-18 or later. So, in our understanding, if any such loss function is specified and if it is left to third party to control, based on UP solution, then the gNB wont have control over the operations of functions/features which are actually implemented in the gNB. This may require another standardised interface between gNB and another entity in order to allow inter vendor coordination between the entity hosting the AI/ML model and gNB function like CSI in this case. In case of CSI use case, if SGCS is specified in RAN1 then this information is needed to adjust AI decoder performance. If this information is exchanged between UE and an entity in the core network or third-party server then this information needs to be propagated over a standardised interface to the gNB. 
In our understanding loss function can be specified for different features using AI/ML and any design should be forward compatible. 
In addition, if an AI/ML model does not deliver expected results then a fallback mechanism may be required in which case either the AI/ML model fallbacks to previous model or no AI/ML model is taken into account. Again, there will be a need to have coordination between the third-party AI/ML entity and the gNB. 
Proposal 1: We propose RAN2 to consider the design and specification of loss function along with a fallback mechanism, while making a decision between CP and UP solutions.

Model ID:
RAN2_119bise assumed that the concept of model ID is useful for AI/ML whereby a model is identified by a model ID. Its usage is FFS.  RAN1 further agreed that multiple models can be introduced for one use case. This implies that e.g., UE may support more than one model for CSI enhancements or beam management use case. Then it is not clear if that model remains valid for one connection, or it may also be possible that the model can be changed during the lifetime of a connection.
We think that the concept of model ID allows the flexibility to switch between models during a single connection time provided there are no issues related to model training, UE hardware being capable of switching between models and UE hardware supports both/multiple models during runtime. For model training, either the new model is already trained offline, or it is possible to perform further model training online.
Proposal 2: RAN2 to discuss if Model ID change can occur during the same RRC connection and depending on certain conditions/criteria (e.g.,UE capability, highest model configuration supported by UE hardware, model training requirements etc.)
3. Conclusion
We propose RAN2 to discuss and agree on the following proposal:

Proposal 1: We propose RAN2 to consider the design and specification of loss function along with a fallback mechanism, while making a decision between CP and UP solutions.
Proposal 2: RAN2 to discuss if Model ID change can occur during the same RRC connection and depending on certain conditions/criteria (e.g.,UE capability, highest model configuration supported by UE hardware, model training requirements etc.)
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