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1 Introduction
In RAN#98e meeting, the WID on sidelink relay [1] is approved. One of the objectives is to specify mechanisms to support multi-path scenario 1 and scenario 2 based on the assumptions and restrictions agreed in study phase. 

	3. Specify mechanisms to support the following multi-path scenarios [RAN2, RAN3]:
A. A UE is connected to the same gNB using one direct path and one indirect path via 1) Layer-2 UE-to-Network relay, or 2) via another UE (where the UE-UE inter-connection is assumed to be ideal), where the solutions for 1) are to be reused for 2) without precluding the possibility of excluding a part of the solutions which is unnecessary for the operation for 2).

Note 3A: The mechanisms to support scenario 1 and scenario 2 are specified based on the assumptions and restrictions agreed in study phase.
Note 3B: UE-to-Network relay in scenario 1 reuses the Rel-17 solution as the baseline. 
Note 3C: Support of Layer-3 UE-to-Network relay in multi-path scenario is assumed to have no RAN impact and the work and solutions are subject to SA2 to progress. 




In this contribution, we would like to discuss the multi-path mechanisms for path activation/deactivation and traffic offloading. 
2 Discussion 
2.1  Path activation/deactivation
Currently RAN2 has agreed that the following cases are to be supported in multi-path scenario 1: 
A.
The remote UE operating only on the direct path adds the indirect path under the same gNB; 

B.
The remote UE operating only on the indirect path adds the direct path under the same gNB; 

C.
The remote UE operating in multi-path releases the indirect path;

D.
The remote UE operating in multi-path releases the direct path;

G.
The remote UE operating in multi-path changes to a new relay UE for the indirect path while keeping the direct path under the same gNB.  FFS if this case would be supported via separate release-and-add (A+C in separate reconfigurations) or a single switch procedure (e.g. similar to i2i service continuity).

The operations of path addition, path release or path change agreed above are typically performed via RRC procedures. If the remote UE and/or the relay UE are moving fast, these operations may be performed frequently, which would be relatively slow and may cause higher signalling overhead. Therefore, it is proposed to use MAC CE to activate/deactivate the path more efficiently, which is also similar to SCell activation/deactivation or duplication activation/deactivation. 
Observation 1: Path activation/deactivation is faster and can save the signalling overhead. 

Proposal 1: Path activation/deactivation is supported in multi-path. 
Since the MAC entity in the indirect path is hop-by-hop, the MAC CE can be transmitted via the direct path and used for path activation/deactivation of the indirect path. 

Proposal 2: MAC CE is used for path activation/deactivation of the indirect path. 
2.2 Traffic offloading
In RAN2#119e meeting, the following agreements are reached [2]: 
	RAN2 anticipate benefits from multi-path in the following areas:

A.
Relay and direct multi-path operation (including both scenarios 1 and 2) can provide efficient path switching between direct path and indirect path

B.
The remote UE in multi-path operation can provide enhanced user data throughput and reliability compared to a single link

C.
gNB can offload the direct connection of the remote UE in congestion to indirect connection via the relay UE (e.g. at different intra/inter-frequency cells)


In the above-mentioned area C, when the direct path is in congestion, the gNB can offload the traffic of the remote UE to the indirect path via the relay UE e.g. at a different cell not in congestion.

Traffic offloading can be performed by the gNB’s configuration of the remote UE’s traffic/DRBs with different QoS requirements on different paths. For example, the delay-sensitive traffic could be configured on the direct path and the delay-insensitive traffic could be configured on the indirect path based on the gNB’s implementation. 
Observation 2: Traffic offloading can be performed by configuring the remote UE’s DRB with different QoS requirements on different paths by the gNB. 
In addition, traffic offloading to the indirect path can be also performed by the gNB’s resource allocation more on the indirect path. For example, when the direct path is in congestion, for the remote UE in mode-1, the gNB can allocate more sidelink resources by dynamic scheduling or by configured sidelink grants to the remote UE. Thus, more traffic would be transmitted via the indirect path.
Observation 3: For the remote UE in mode-1, traffic offloading to the indirect path can be performed by allocating more sidelink resources by the gNB. 
If the remote UE is in mode-2, the remote UE would select the sidelink resources in the indirect path autonomously. When the direct path is in congestion, the remote UE might not know this situation and might not select much more SL resources in the indirect path. Therefore, an issue to be considered is how to make the remote UE in mode-2 offload its traffic to the indirect path. 
Observation 4: The remote UE in mode-2 might not perform traffic offloading to the indirect path when the direct path is in congestion. 
In addition, for a split RB or a RB configured with duplication, when the direct path is in congestion, if the PDCP layer in the remote UE still select the direct path for data transmission, e.g., the PDCP entity of the RB still transmits the PDCP PDUs to the corresponding Uu RLC entity, then the congestion in the direct path would not be relieved. 

Observation 5: For a split/duplication RB, PDCP layer in the remote UE may still transmit data via the direct path that is in congestion. 
Therefore, we think that the gNB could send an indication to the remote UE for offloading the traffic to the indirect path. On receiving this indication, the remote UE in mode-2 can select more SL resources in the indirect path during resource (re)selection. Besides, the PDCP entity of a split RB or a RB configured with in the remote UE can transmit the following PDCP PDUs via the indirect path. Thus, traffic offloading could be performed. 
Proposal 3: The gNB sends an indication to the remote UE for offloading to the indirect path.

3 Conclusion

In this contribution, we have discussed path activation/deactivation and traffic offloading to the indirect path. We have the following observations and proposals: 
Observation 1: Path activation/deactivation is faster and can save the signalling overhead. 

Proposal 1: Path activation/deactivation is supported in multi-path. 

Proposal 2: MAC CE is used for path activation/deactivation of the indirect path. 
Observation 2: Traffic offloading can be performed by configuring the remote UE’s DRB with different QoS requirements on different paths by the gNB. 
Observation 3: For the remote UE in mode-1, traffic offloading to the indirect path can be performed by allocating more sidelink resources by the gNB. 

Observation 4: The remote UE in mode-2 might not perform traffic offloading to the indirect path when the direct path is in congestion.
Observation 5: For a split/duplication RB, PDCP layer in the remote UE may still transmit data via the direct path that is in congestion. 
Proposal 3: The gNB sends an indication to the remote UE for offloading to the indirect path.
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