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1 Introduction
SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. The related WID objectives related to RAN2 are summarized below.1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

After RAN2#120 [2], the following 2 post-meeting email discussions were kicked off:
· [Post120][053][AIML18] model transfer delivery (Huawei)
· [Post120][054][AIML18] Data Collection (Ericsson / vivo)
And their summary report can be found in [3] and [4], respectively.  
In this contribution, we share our views on some open issues of these two email discussion. Please note that we discuss AI/ML model identification, LCM and UE capability in our companion contribution [5].  
2 Discussion 
2.1 Model transfer / delivery 
[bookmark: _Ref54102585][bookmark: _Ref54102582]After RAN2#120 [2], the following post-meeting email discussion on AI/ML model transfer / delivery was kicked off. And the summary report can be found in [3]. In this section, we share our view on some open issues in [3]. 
[Post120][053][AIML18] model transfer delivery (Huawei)
	Scope: Long email discussion for next meeting on model transfer/delivery, to collect pros/cons, Can also collect comments on different architectural assumptions.
	Intended outcome: Report

We have some further comments on below summary proposals:
Proposal 2: Discuss whether model delivery between network entities is within RAN2 scope.
Proposal 5: RAN2 will analyze the feasibility and benefits of model/transfer solutions based on the following principles:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
Proposal 7: For model transfer/delivery, RAN2 can further discuss Solution 1a. For Solution 2a/3a/1b/2b/3b, RAN2 to discuss how to progress on them (e.g. how it works, impacts to other WGs, pros/cons), and the following options can be considered:
(1) RAN2 can send LS to other WGs for the study
(2) RAN2 can identify requirements/impacts to other WGs, and then leave it to RAN plenary discussions
(3) Proponents could start by triggering such discussion on other WGs first
(4) RAN2 can study such impacts and not involve other WGs in the SI phase (can involve them in WI phase)
Observation 1: It is observed that some solutions may have impacts to other LCM aspects, which may be discussed in other agenda:
· Solution 4 may have impacts to LCM aspects, such as UE capability, Configuration, model activation/deactivation, switching
· For Solution 2a/2b, if it implies the AI model could be trained by CN, how CN collects data may be discussed, and it may require RAN to be responsible for the LCM and how to make RAN node be aware of AI/ML model needs to be considered further.
· For all solutions, AI model transmission authorization/registration procedure may be needed before model transfer/delivery, this may involve SA2 work

2.1.1 AI/ML functionality mapping within network (for Proposal 2)
Due to lack of time, AI/ML functionality mapping was not discussed, as summarized in Proposal 2. We share our view in this section.
Proposal 2: Discuss whether model delivery between network entities is within RAN2 scope.
In our understanding, the functionality mapping means in which network entity AI/ML models are stored and managed. We think there are basically the following 3 alternatives as illustrated in Figure. 1:
· Alt-1: OTT server
· Alt-2: Core network
· Alt-3: gNB
Their pros / cons, use case and potential signaling solution for transfer are summarized in Table.1. In our understanding, RAN2 need to study and compare these 3 solutions with this table as a starting point. Meanwhile, we don't think RAN2 need to do down-selection among them for now. Actually, we think RAN2 may support multiple solutions for different scenarios.  
Observation 1: Multiple solutions of AI/ML functionality network mapping may be supported for different scenarios (e.g. LMF supports AI/ML based positioning, and gNB supports AI/ML based BM).
Thus, we propose:
Proposal 1: RAN2 discuss Pros and Cons of the following 3 candidate solutions of AI/ML functionality entity mapping within the network, with Table 1 as starting point :
· Alt-1: OTT server
· Alt-2: Core network
· Alt-3: gNB
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Figure 1. Illustration of different AI/ML Network entity mapping solutions 
	
	Pros
	Cons
	Suitable model transfer signaling
	Suitable use case

	Alt-1: OTT server
	Minor spec impact
	The UE-NW collaboration with model transfer can be feasible under multi-vendor agreements (out of 3GPP scope) or standardized model ID
	· Solution 4
· Solution 2b 
· Solution 1a (QoE like solution) 
	Download offline training model


	Alt-2: Core network
	· No multi-vendor interoperability issue (AI/ML models are managed by CN).
· The UE-NW collaboration with model transfer is born to be supported.
· Higher layer service continuity solutions can be reused
	· Spec impacts of SA2/CT1 
· Slow time scale signaling compared with gNB solution
· Not suitable for AI/ML model for radio resource optimization (e.g. CSI, BM) 
	· Solution 2a
· Solution 3a

	Positioning 

	Alt-3: gNB
	· No multi-vendor interoperability issue (AI/ML models are managed by gNB).
· The UE-NW collaboration with model transfer is born to be supported.
· Service continuity and RAN control solutions can be reused
	


Big spec impact

	· Solution 1a
	Inference for CSI compression and Beam Management


Table 1. Comparison of different AI/ML Network entity mapping solutions
2.1.2 Model delivery signalling (on Proposal 5 and 7)
In summary report [3], up to 7 candidate model delivery signaling were identified. However, some of them are out of RAN2 scope. Thus, Proposal 7 is proposed to discuss way forward. Specifically:
· Solution 1a is totally within RAN2 scope
· Solution 2a/3a/1b/2b/3b may have SA2 impacts
· Solution 4 is transparent to 3GPP
In this section, we share our view on way forward for Solution 2a/3a/1b/2b/3b
Proposal 5: RAN2 will analyze the feasibility and benefits of model/transfer solutions based on the following principles:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
Proposal 7: For model transfer/delivery, RAN2 can further discuss Solution 1a. For Solution 2a/3a/1b/2b/3b, RAN2 to discuss how to progress on them (e.g. how it works, impacts to other WGs, pros/cons), and the following options can be considered:
(1) RAN2 can send LS to other WGs for the study
(2) RAN2 can identify requirements/impacts to other WGs, and then leave it to RAN plenary discussions
(3) Proponents could start by triggering such discussion on other WGs first
(4) RAN2 can study such impacts and not involve other WGs in the SI phase (can involve them in WI phase)
2.1.2.1 Way forward of Solution 2a
Solution 2a is NAS solution between UE and CN (except LMF). Its key conclusion in [3] can be found below:
The basic flow for this CP solution is shown in figure 2 below.
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Figure 2: Basic flow for Option 2 – CP solution
Summary:
Potential issues of Solution 2a: (some issues are related to large model size)
· Whether NAS layer can be responsible for segmentation. If yes/no, what are the impacts to NAS/RRC
· Which CN functionality is responsible for the model transfer/delivery (may need to be discussed in SA2)
· Should clarify whether CN node is able to determine the applicable AI for physical use case
· Should clarify how to standardize the ML model via NAS signaling
· Whether to re-use existing SRB or define new SRB
· How to solve model transfer/delivery continuity during handover
· How to solve signalling transmission interruption in case of failures, e.g. radio link failure

Suitable use cases:
· Transfer of offline training AI/ML model
· Model transfer/delivery from CN (Option 2) may not be proper for the use cases of AI/ML operation purely over air interface, e.g. for CSI and BM, requiring RAN to be responsible for the life cycle management. How to make RAN node be aware of AI/ML model needs to be considered further and SA2 may need to check

Others:
· It’s better leave to SA2/CT1 to evaluate the feasibility and Pros/Cons. It is suggested RAN2 to focus on other solution
· AI model transmission authorization/registration procedure may be needed before model transfer/delivery, this may involve SA2 work and common for all 3GPP-based solutions
· If 5GC holds the model, why UP based transmission is not used, which is the traditional way to transmit the data between UE and 5GC
· No obvious use case which can apply the model transfer terminated between UE and AMF
· Option 2 involves other WGs without TUs allocated to this SI, how to progress on this option is FFS. For this comment, the email rapporteur observes that it may be also valid for Solution 3a/1b/2b/3b, and even Solution 4
· This solution assumes the CN manages the models. In this case, the UP-based solution is the more natural solution
· (related to the data collection) This option implies the AI model could be trained by CN node. In that case, how does a CN node obtain all necessary training data (e.g., L1/L3 RAN measurements) is tricky. In legacy, the exposure of RAN measurements to CN is quite limited

In our understanding, solution 2a may work only if SA2 introduce a new / dedicated NF to manage AI/ML model. However, this is SA2 issue and the motivation to introduce a new NF to manage AI/ML model is not clear for now. 
Observation 2: Solution 2a may work only if SA2 introduce a new / dedicated NF to manage AI/ML model. However, this is SA2 issue and the motivation is not clear for now.
Thus, we suggest RAN2 to hold on further discussion for this solution, and proponents could start by triggering such discussion in SA2 first.
Proposal 2: RAN2 is kindly suggested to hold on discussion of solution 2a. And proponents could start by triggering such discussion in SA2 first. 
2.1.2.2 Way forward of Solution 3a
Solution 3a is LPP solution between UE and LMF. Its key conclusion in [3] can be found below:
The basic flow for this CP solution is shown in figure 3 below.
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Figure 3: Basic flow for Option 1 – CP solution


Summary:
For common evaluation metrics, the summary has been provided for Q6.

Some companies think SA2/CT1 need to be involved for the study.

For Pros/Cons/Potential issues, the analysis for Solution 2a can be also used for Solution 3a, and the differences are:
· For Positioning use case, LMF is feasible for model training and delivery
· Impacts to LPP signalling may need to be discussed in SA2 and CT1
· For direct AI/ML positioning, legacy LPP procedures/principles can be used with possible enhancements for LMF to collect training data and train the AI model properly

In our understanding, solution 3a seems to be a good candidate for transfer of AI/ML mode for positioning with the assumption that LMF will manage the AI/ML model for positioning. 
Observation 3: Solution 3a is a good candidate for transfer of AI/ML mode for positioning with the assumption that LMF will manage the AI/ML model for positioning.
We think RAN2 can further discuss this solution. If RAN2 can identify requirements/impacts to SA2/CT1, and then leave it to RAN plenary discussions.
Proposal 3: RAN2 is kindly suggested to continue discussion of solution 3a with the assumption that LMF will manage the AI/ML model for positioning. If RAN2 can identify requirements/impacts to SA2/CT1, and then leave it to RAN plenary discussions. 
2.1.2.3 Way forward of Solution 1b
Solution 1b is that gNB can transfer/deliver AI/ML model(s) to UE via UP data. However, we think it is the only one solution which companies can't achieve consensus on how it works. The related summary is copied below:
Summary:
For this Solution 1b, the details are not clear so far. Based on companies’ comments, there are the following understandings:
· (a) A new UP terminated at gNB. It may mean gNB can transfer/deliver AI/ML model(s) to UE via data radio bearer. It seems to break away from the current UP protocol stack, as the legacy UP data is not terminated at gNB and will be further delivered to UPF
· (b) gNB first transfers/delivers AI/ML models to CN, and then CN transfers/delivers the models to UE via UP
· (c) A new AI layer may be needed, and the motation is FFS. Some companies think that introduction of a new layer is out of the SI scope
· (d) Some companies think that the application function (AF) hosting the AI/M models and UPF can be collocated with the RAN, and the protocol stack can be implemented at any network entity. While some companies think such case seems identical as Option 2 and Option 4, and thus it is better to clarify and probably discuss them separately

For (a), the email rapporteur observes that it is aligned with some companies’ views, and it may be considered as a possible solution direction.
For (b), as pointed out by some companies, the AI/ML model is terminated at some entities in CN, and it should be the same as Solution 2b.
For (c), it is FFS whether it is within the SI scope. For (d), the email rapporteur tend to agree with some companies that such case are very similar to Option 2 and Option 4, and there should be no extra discussions here.

As can be seen, there are 4 different understandings on how this solution works. Our understanding is more aligned to understanding (a): this solution will require a new UP tunnel terminated at gNB, which may mean gNB can transfer/deliver AI/ML model(s) to UE via data radio bearer. We prefer to preclude this solution due to below reasoning:
· It may change the basic concept of PDU session (i.e. UP tunnel) and basic UP protocol stack. These changes are within SA2 scope and should not be triggered by RAN2.
· Its benefit over Solution 1a (i.e. CP solution between UE and gNB) is not clear. 
· RAN2 can't provide valid analysis if how a solution works is not clear. 
Observation 4: Solution 1b may change the basic concept of PDU session (i.e. UP tunnel) and basic UP protocol stack. These changes are within SA2 scope. And its benefit over Solution 1a (i.e. CP solution between UE and gNB) is not clear.
Thus, we suggest RAN2 to hold on further discussion for this solution, and proponents could start by triggering such discussion in SA2 first.
Proposal 4: RAN2 is kindly suggested to hold on discussion of solution 1b. And proponents could start by triggering such discussion in SA2 first. 
2.1.2.4 Way forward of Solution 2b
Solution 2b is UP solution between UE and CN (except LMF). Its key conclusion in [3] can be found below:

The basic flow for this UP solution is shown in figure 4 below. For the step “PDU session/DRB establishment”, it may involve the signalling procedures between UE and CN, UE and gNB, and one example is the PDU Session Establishment shown in section A.1 in TS 38.300.
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Figure 4: Basic flow for Option 2 – UP solution
Summary:
Potential issues of Solution 2b:
· How the solution works, and the relevant impacts, e.g. whether to define a new 5QI, which 5GC entity to communicate with UPF to establish PDU session for model transfer/delivery
· Whether to standardize the ML model format in spec
· Whether CN node is able to determine the applicable AI for physical use case
· Coordination would be required between the gNB and CN function (to be determined) such that a gNB-specific model or a model specific to a group of gNBs would be properly selected. The gNB would also need to be notified of the model transfer/delivery so that the gNB could activate, deactivate, and switch between models. How this coordination would work has not been discussed

Suitable use cases:
· Transfer of offline training model for all use cases
· Transfer of inference model for AI/ML based Positioning
· It is unclear which CN entities can store RAN AIML models, i.e., CSI compression and prediction, beam management. SA2 may need to discuss
· Model transfer/delivery from CN (Option 2) may not be proper for the use cases of AI/ML operation purely over air interface, e.g. for CSI and BM, requiring RAN to be responsible for the life cycle management. How to make RAN node be aware of AI/ML model needs to be considered further and SA2 may need to check

Others:
· AI model transmission authorization/registration procedure may be needed before model transfer/delivery, this may involve SA2 work and common for all 3GPP-based solutions
· If the AI model is trained by CN, how does a CN node obtain all necessary training data (e.g., L1/L3 RAN measurements) is tricky. In legacy, the exposure of RAN measurements to CN is quite limited. Also, how to get gNB involved is also tricky

In our understanding, solution 2b is the general way for a UE to download an offline training model from its server if "CN" is regarded as UPF. So, even if without any specification impact of SA2/CT1, solution 2b can still work. Meanwhile RAN2 can also analyze whether it has specific requirement. For example, if RAN2 conclude AS layer needs to be aware of delivery of AI/ML model in UP data (e.g. for RAN to perform LCM), SA2 may design a new 5QI for AI/ML model transfer signaling.  
Observation 5: Solution 2b is the general way for a UE to download an offline training model from its server if "CN" is regarded as UPF
Observation 6: For Solution 2b, if RAN2 conclude AS layer needs to be aware of delivery of AI/ML model in UP data (e.g. for RAN to perform LCM), SA2/CT1 may have impacts (e.g. design a new 5QI for AI/ML model transfer signaling).  
Based on above analysis, we think RAN2 can first assume solution 2b is UP data between UE and UPF without SA2/CT1 impacts. Meanwhile, if RAN2 can identify requirements/impacts to SA2/CT1, and then leave it to RAN plenary discussions.
Proposal 5: RAN2 is kindly suggested to continue discussion of solution 2b with the assumption that UP data is between UE and UPF without SA2/CT1 impacts (i.e. UPF is transparent to AI/ML model). If RAN2 can identify requirements/impacts to SA2/CT1, and then leave it to RAN plenary discussions. 
Proposal 6: RAN2 confirm that the use case of solution 2b is at least for a UE to download its offline training model from its server.
2.1.2.5 Way forward of Solution 3b
Solution 3a is UP solution between UE and LMF. Its key conclusion in [3] can be found below:
For this UP solution, during phase 1 discussion, one company pointed out one UP solution according to TR 23700-71, and some companies pointed out that the solution details are not clear, so that more discussions are needed.
Summary:
Some companies think SA2 need to be involved for the study.

For Pros/Cons/Potential issues, the analysis for Solution 2b can be also used for Solution 3b, and the differences are:
· For Positioning use case, LMF is feasible for model training and delivery
· For the UP solution over LPP, the normative work is under SA2 discussions

As can be seen, it is one solution captured in SA2 TR 23700-71. However, whether it becomes SA2 Rel-18/19 normative work should be decided in SA plenary. We believe RAN2 should not make conclusion / assumption on this solution. Meanwhile, we also think its benefit over Solution 3a (i.e. LPP solution) is not clear.
Observation 7: Solution 3b is one solution captured in SA2 TR 23700-71. However, whether it becomes SA2 Rel-18/19 normative work should be decided in SA plenary. Meanwhile, its benefit over Solution 3a (i.e. LPP solution) is not clear.
Thus, we suggest RAN2 to hold on further discussion for this solution, and proponents could start by triggering such discussion in SA2 first.
Proposal 7: RAN2 is kindly suggested to hold on discussion of solution 3b. And proponents could start by triggering such discussion in SA2 first. 
2.1.3 AI model authorization / registration (on Observation 1)
Observation 1: It is observed that some solutions may have impacts to other LCM aspects, which may be discussed in other agenda:
· Solution 4 may have impacts to LCM aspects, such as UE capability, Configuration, model activation/deactivation, switching
· For Solution 2a/2b, if it implies the AI model could be trained by CN, how CN collects data may be discussed, and it may require RAN to be responsible for the LCM and how to make RAN node be aware of AI/ML model needs to be considered further.
· For all solutions, AI model transmission authorization/registration procedure may be needed before model transfer/delivery, this may involve SA2 work

For Observation 1, we agree its first 2 bullets, but think 3rd bullet needs to wait RAN1 conclusion. Please note that the terminology of "model registration" is still not agreed in RAN1 yet, and its definition is not clear. Since RAN1 has started the discussion, we prefer to wait RAN1 conclusion.
Proposal 8: For AI model authorization / registration, RAN2 wait for RAN1 conclusion because the terminology of "model registration" is still not agreed in RAN1 yet, and its definition is not clear.
2.2 Data collection
After RAN2#120 [2], the following post-meeting email discussion on data collection was kicked off. And the summary report can be found in [4]. In this section, we share our view on some open issues in [4]. 
[bookmark: _Hlk120273527][Post120][054][AIML18] Data Collection (Ericsson / vivo)
	Scope: Long email discussion for next meeting, on data collection (focus on monitoring and training), on to what extent existing methods can be useful including also identifying these existing methods and their potential extensions
	Intended outcome: Report
We have some further comments on below summary proposals:
Proposal 4: Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation have a general analysis of existing frameworks while focusing on different performance metrics.
Proposal 5: When analysing pros/cons of summarizing the different data collection frameworks, RAN2 can start by considering the following metricscategories/requirements: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved and configuration aspects. FFS on how to handle security/privacy.
Proposal 6: Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, early idle/inactive measurements, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.
2.2.1 Security and privacy requirement (on Proposal 5)
We agree with Proposal 5, but think the FFS part (i.e. security and privacy) should be included as one requirement for data collection design. 
First, in SID objective, it is clearly indicated that user data privacy needs to be preserved. 
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Secondly, in existing data collection framework including RRM and MDT, it is a general requirement that the UE's measurement results can only be reported to the NW after security activated, which is captured in clause TS 38.331 [6]:
From Clause B.1 of TS 38.331:
Message
P
A-I
A-C
Comment
CounterCheck
-
-
-

...




MeasurementReport
-
-
-
Measurement configuration may be sent prior to AS security activation. But: In order to protect privacy of UEs, MeasurementReport is only sent from the UE after successful AS security activation.
...




UEInformationResponse
-
-
-
In order to protect privacy of UEs, UEInformationResponse is only sent from the UE after successful security activation











We think that the same principle should be applied to data collection for AI/ML.
Finally, according to TS 32.422 [7], user consent for MDT is required before NW configures the UE to perform logged MDT and immediate MDT. We also think similar mechanism should be applied to data collection for AI/ML.
[bookmark: _Toc36134387][bookmark: _Toc44686872][bookmark: _Toc51928642][bookmark: _Toc51929211][bookmark: _Toc114141843]4.9.1  Signalling based MDT
In case of signalling based MDT getting user consent before activating the MDT functionality is required because of privacy and legal obligations. It is the Operator responsibility to collect user consent before initiating an MDT for a specific IMSI, IMEI number or SUPI. 
Collecting the user consent shall be done via customer care process. The user consent information availability should be considered as part of the subscription data and as such this shall be provisioned to the UDM database.
Observation 8: In existing data collection framework including RRM and MDT, it is a general requirement that the UE's measurement results can only be reported to the NW after security activated. And user content is required before NW configures the UE to perform MDT.
Thus, we propose:
Proposal 9: Security and privacy is included as one requirement of data collection for AI/ML.
Proposal 10: Following same principle in RRM, the data can be only sent from the UE after successful AS security activation. 
Proposal 11: Similar to MDT, introduce user consent for data collection because of privacy and legal obligations.
2.2.2 Initial analysis of existing framework (On Proposal 4/6)
For existing data collection frameworks, we provide an initial analysis in Table 2. It can be agreed as starting point for further discussion.
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]
	Terminated entity
	Allowed payload size 
	Report latency
	Supported report type
	Security and Privacy

	Logged MDT
	Between UE and TCE/OAM
	<=64kbyte 
(MDT buffer size limit)
	Long 
(Reported after entering CONNECTED)
	Upon gNB request after entering CONNECTED
	Security via RRC message,
Privacy via user consent 

	Immediate MDT
	Between UE and TCE/OAM
	<=9kbyte or 144kbyte
(with 16 segments)
	Medium
(~20ms RRC signaling latency)
	Event triggered report,
Periodic reporting
	Security via RRC message,
Privacy via user consent

	L3 measurements
	Between UE and gNB
	<=9kbyte or 144kbyte
(with 16 segments)
	Medium
(~20ms RRC signaling latency)
	Event triggered report,
Periodic reporting
	Security via RRC message

	L1 measurement (CSI reporting)
	Between UE and gNB
	Small
(<1706bit in PUCCH, 
<3840bit in PUSCH)
	Short
(can be symbol or slot level)
	Aperiodic report,
Semi-persistent report,
Periodic report
	No security

	UAI
	Between UE and gNB
	<=9kbyte or 144kbyte
(with 16 segments)
	Medium
(~20ms RRC signaling latency)
	Up to UE implementation when to report
	Security via RRC message

	Early measurements
	Between UE and gNB
	<=9kbyte or 144kbyte
(with 16 segments)
	Long 
(Reported after entering CONNECTED)
	Upon gNB request after entering CONNECTED
	Security via RRC message

	LPP
	Between UE and LMF
	<=64K payload 
(NAS payload container limit)
	Longer than L3 measurement 
(Extra forward latency between LMF and gNB)
	UE-triggered or NW-triggered
	Security via RRC message


Table 2: Initial analysis of existing data collection frameworks
Proposal 12: RAN2 agree Table 2 as starting point for further discussion on data collection frameworks
3 Conclusion
In this contribution, we share our views on some open issues of two email discussions (i.e. AI/ML model transfer / delivery and data collection). Our observations are:
Observation 1: Multiple solutions of AI/ML functionality network mapping may be supported for different scenarios (e.g. LMF supports AI/ML based positioning, and gNB supports AI/ML based BM).
Observation 2: Solution 2a may work only if SA2 introduce a new / dedicated NF to manage AI/ML model. However, this is SA2 issue and the motivation is not clear for now.
Observation 3: Solution 3a is a good candidate for transfer of AI/ML mode for positioning with the assumption that LMF will manage the AI/ML model for positioning.
Observation 4: Solution 1b may change the basic concept of PDU session (i.e. UP tunnel) and basic UP protocol stack. These changes are within SA2 scope. And its benefit over Solution 1a (i.e. CP solution between UE and gNB) is not clear.
Observation 5: Solution 2b is the general way for a UE to download an offline training model from its server if "CN" is regarded as UPF
Observation 6: For Solution 2b, if RAN2 conclude AS layer needs to be aware of delivery of AI/ML model in UP data (e.g. for RAN to perform LCM), SA2/CT1 may have impacts (e.g. design a new 5QI for AI/ML model transfer signaling).  
Observation 7: Solution 3b is one solution captured in SA2 TR 23700-71. However, whether it becomes SA2 Rel-18/19 normative work should be decided in SA plenary. Meanwhile, its benefit over Solution 3a (i.e. LPP solution) is not clear.
Observation 8: In existing data collection framework including RRM and MDT, it is a general requirement that the UE's measurement results can only be reported to the NW after security activated. And user content is required before NW configures the UE to perform MDT.

Based on observations, our proposals are:
Open issues on AI/ML model transfer / delivery
Proposal 1: RAN2 discuss Pros and Cons of the following 3 candidate solutions of AI/ML functionality entity mapping within the network, with Table 1 as starting point :
· Alt-1: OTT server
· Alt-2: Core network
· Alt-3: gNB
Proposal 2: RAN2 is kindly suggested to hold on discussion of solution 2a. And proponents could start by triggering such discussion in SA2 first. 
Proposal 3: RAN2 is kindly suggested to continue discussion of solution 3a with the assumption that LMF will manage the AI/ML model for positioning. If RAN2 can identify requirements/impacts to SA2/CT1, and then leave it to RAN plenary discussions. 
Proposal 4: RAN2 is kindly suggested to hold on discussion of solution 1b. And proponents could start by triggering such discussion in SA2 first. 
Proposal 5: RAN2 is kindly suggested to continue discussion of solution 2b with the assumption that UP data is between UE and UPF without SA2/CT1 impacts (i.e. UPF is transparent to AI/ML model). If RAN2 can identify requirements/impacts to SA2/CT1, and then leave it to RAN plenary discussions. 
Proposal 6: RAN2 confirm that the use case of solution 2b is at least for a UE to download its offline training model from its server.
Proposal 7: RAN2 is kindly suggested to hold on discussion of solution 3b. And proponents could start by triggering such discussion in SA2 first. 
Proposal 8: For AI model authorization / registration, RAN2 wait for RAN1 conclusion because the terminology of "model registration" is still not agreed in RAN1 yet, and its definition is not clear.

Open issues on data collection
Proposal 9: Security and privacy is included as one requirement of data collection for AI/ML.
Proposal 10: Following same principle in RRM, the data can be only sent from the UE after successful AS security activation. 
Proposal 11: Similar to MDT, introduce user consent for data collection because of privacy and legal obligations.
Proposal 12: RAN2 agree Table 2 as starting point for further discussion on data collection frameworks

	
	Pros
	Cons
	Suitable model transfer signaling
	Suitable use case

	Alt-1: OTT server
	Minor spec impact
	The UE-NW collaboration with model transfer can be feasible under multi-vendor agreements (out of 3GPP scope) or standardized model ID
	· Solution 4
· Solution 2b 
· Solution 1a (QoE like solution) 
	Download offline training model


	Alt-2: Core network
	· No multi-vendor interoperability issue (AI/ML models are managed by CN).
· The UE-NW collaboration with model transfer is born to be supported.
· Higher layer service continuity solutions can be reused
	· Spec impacts of SA2/CT1 
· Slow time scale signaling compared with gNB solution
· Not suitable for AI/ML model for radio resource optimization (e.g. CSI, BM) 
	· Solution 2a
· Solution 3a

	Positioning 

	Alt-3: gNB
	· No multi-vendor interoperability issue (AI/ML models are managed by gNB).
· The UE-NW collaboration with model transfer is born to be supported.
· Service continuity and RAN control solutions can be reused
	


Big spec impact

	· Solution 1a
	Inference for CSI compression and Beam Management


Table 1. Comparison of different AI/ML Network entity mapping solutions
	
	Terminated entity
	Allowed payload size 
	Report latency
	Supported report type
	Security and Privacy

	Logged MDT
	Between UE and TCE/OAM
	<=64kbyte 
(MDT buffer size limit)
	Long 
(Reported after entering CONNECTED)
	Upon gNB request after entering CONNECTED
	Security via RRC message,
Privacy via user consent 

	Immediate MDT
	Between UE and TCE/OAM
	<=9kbyte or 144kbyte
(with 16 segments)
	Medium
(~20ms RRC signaling latency)
	Event triggered report,
Periodic reporting
	Security via RRC message,
Privacy via user consent

	L3 measurements
	Between UE and gNB
	<=9kbyte or 144kbyte
(with 16 segments)
	Medium
(~20ms RRC signaling latency)
	Event triggered report,
Periodic reporting
	Security via RRC message

	L1 measurement (CSI reporting)
	Between UE and gNB
	Small
(<1706bit in PUCCH, 
<3840bit in PUSCH)
	Short
(can be symbol or slot level)
	Aperiodic report,
Semi-persistent report,
Periodic report
	No security

	UAI
	Between UE and gNB
	<=9kbyte or 144kbyte
(with 16 segments)
	Medium
(~20ms RRC signaling latency)
	Up to UE implementation when to report
	Security via RRC message

	Early measurements
	Between UE and gNB
	<=9kbyte or 144kbyte
(with 16 segments)
	Long 
(Reported after entering CONNECTED)
	Upon gNB request after entering CONNECTED
	Security via RRC message

	LPP
	Between UE and LMF
	<=64K payload 
(NAS payload container limit)
	Longer than L3 measurement 
(Extra forward latency between LMF and gNB)
	UE-triggered or NW-triggered
	Security via RRC message


Table 2: Initial analysis of existing data collection frameworks
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