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1 Introduction
In RAN2#120 [1], the study item portion of the multipath work was declared complete.  As the WI phase is initiated, a number of areas require more detailed discussion, such as SRB/DRB routing and configuration, error handling/recovery, and IDLE/INACTIVE state for the remote/relay UE.  In this contribution, we handle each of these areas in more detail.
2 Discussion
2.1 SRB Configuration and Routing

Both split and non-split SRB1 and SRB2 are supported for scenario 1 and scenario 2 of multipath.  While the routing possibilities for SRB1/SRB2 for scenario 1 are finalized, whether the indirect path is supported for SRB1/2 is still under discussion.
The main issue related to the use of the indirect path in scenario 2 for SRB1/2 is reliability.  In some use cases for scenario 2 (e.g., Bluetooth, Wifi), the reliability of the indirect link may not be sufficient to support SRB.  However, there may be other cases (e.g., ideal link within the same physical UE) where reliability of the indirect link allows SRB1/2 to be configured.  In effect, the network can decide the proper configuration of SRB based on the use case.  This allows a unified design for scenario 1 and scenario 2, which is generally the aim of multipath as per the WID. 
Proposal 1:
Split SRB1/2 is supported for scenario 2 (up to network choice whether to configure it).

Proposal 2:
Non-split SRB1/2 is allowed to be configured on the indirect path for scenario 2 (up to network choice whether to configure it).

Regarding the relative paths of SRB1 and SRB2, since the location of the primary RLC entity of any bearer (including SRB) is decided by the network, there should be no restriction to force the two SRBs on the same path.  This applies for both scenario 1 and scenario 2.  
Proposal 3:
SRB1/SRB2 can be configured in different paths for both scenario 1 and scenario 2.

In DC, when duplication is configured for a split SRB, the RRC message is sent on both paths.  When duplication is not configured for the split SRB, the gNB can select the path for DL on a per RRC message basis.  For example, the network can selectively send RRC messages via either the more reliable MCG or the lower-latency SCG.  For UL, however, the RRC message is always transmitted on the primary path. 

For multipath, the restriction of sending UL only via the one of the paths (e.g., the path of the primary RLC entity) seems unnecessary, especially since it is possible that the two paths are served by the same cell.  Even for the different cell case under the same gNB, there should be effectively no latency associated with the message within the network.  Furthermore, it is not clear that one of the two paths (e.g., the direct path) is always the most reliable.
Proposal 4:
DL transmission on split SRB1/SRB2 without duplication can be performed on either direct or indirect path (as decided by the network).
Proposal 5:
UL transmission on split SRB1/SRB2 without duplication can be performed on either direct or indirect path.  FFS on the associated conditions at the UE.
2.2 DRB Routing for Split DRB
As with SRB, DRB supports both non-split bearer and split bearer.  To support at least the different cell case, a similar approach to DC can be used to design the split bearer.  Specifically, the split DRB in multipath can be configured with a primary RLC entity via one path and a secondary RLC entity via the other path.  In DC, the UE performs routing decision for UL split bearers based on a network configured split bearer threshold.  When the split bearer threshold is not exceeded, the UE sends data via the primary path and when the split bearer threshold is exceeded, the UE can send the data via either path.

Given that one motivation of multipath is to increase data rate, the concept of split bearer threshold can be reused so that the second path is used for a DRB only when needed.  However, some other mechanisms may be useful given the specific nature of multipath being operated over a SL relay.  Specifically, congestion at the relay, or congestion of the SL resources can impact the routing decision at the UE and the legacy DC-based split bearer threshold mechanism on its own may be insufficient to take these factors into account.

Proposal 6:
Split bearer threshold mechanism is supported for a split DRB without duplication in multipath for determining when a UE can transmit data to either path.  FFS on the differences with legacy DC split bearer threshold.  

Furthermore, in DC, the exact amount of data to route to each path when the split bearer threshold is exceeded is left to UE implementation since the network schedulers (MN and SN) may not be tightly coordinated.  In the case of multipath, scheduling decisions may be performed by a single entity/gNB. Thus, it is desirable for the network to closely control the amount of data routed by the UE to each path, rather than relying on UE implementation.  

Proposal 7:
For a split bearer without duplication, the network controls the amount of data routed by the UE to each of the paths when the split bearer threshold is exceeded. 

One significant difference between multipath and DC is the possibility to have the two paths controlled by the same cell, or same scheduler controlling different cells.  Under this assumption, the UE could benefit from an approach for split bearers that is closer to carrier aggregation.  Specifically, grants could be scheduled to either path (especially in the case of mode 1 remote UE), and the UE could send data to the path where the grant is available.  This approach could reduce the latency compared to the split-bearer threshold-based mechanism when a single scheduler is controlling both paths.  The main disadvantage, however, would be the need to support multiple models (e.g., dual RLC and single RLC) for a split bearer.  Although the network could configure this functionality per bearer, RAN2 may need to work on procedures specific to both approaches.  
Proposal 8:
Discuss whether to support a CA-like approach where a split bearer can be configured with a single RLC entity common to both paths.  

2.3 Error Handling and Recovery

In DC, MCGFailure procedure is used when the RLF occurs in the MCG, and SCGFailure procedure is used when the failure occurs in the SCG.  The main difference between the procedures is whether the UE, following transmission of the failure message, needs to wait for reconfiguration by the network to continue operation.  The reason for this difference is that for MCGFailure, the error occurs in the path associated with the RRC anchor of the UE.  For multipath, we believe the same reasoning would apply, and both procedures should be supported.  
Proposal 9:
The UE supports both an MCGFailure-like procedure (i.e., the UE waits for reconfiguration following the failure) and SCGFailure-like procedure (i.e., the UE can continue operation without a reconfiguration following the failure) following RLF when split SRB is configured.  

In DC, MCGFailure procedure can only be performed when split SRB is configured.  This is because the UE needs to send the MCGFailure message via the SCG (i.e. the non-primary path of the SRB).  When split SRB is not configured MCG RLF results in re-establishment.  Similarly, for multipath, if RLF occurs and split SRB is not configured, the UE should trigger a re-establishment-like procedure.  However, the need of full legacy re-establishment for this case is questionable since the other path may not have failed at the time, and may even be connected to the same cell.  In other words, it may be possible to recover the RRC connection and possibly continue reliable data transmission via the other path, particularly since the two paths are served by the same gNB (and possibly also the same cell).
Proposal 10:
Upon detection of RLF on the path on which non-split SRB is configured, the remote UE can perform a re-establishment-like procedure via the other path.  FFS on details.  

2.4 Relay UE in RRC_IDLE/RRC_INACTIVE 
For a multipath remote UE, when data is to be routed via the relay UE, the relay UE should be in RRC connected.   However, the remote UE may be configured with one or more split DRBs having a primary path via the direct link and may transmit all its data at a given time via that direct link.  Having to release/setup the multipath configuration at each remote UE whenever the network chooses to move the relay UE between RRC_IDLE/RRC_INACTIVE and RRC_CONNECTED would result in unnecessary overhead.  Instead, the remote UE can maintain the PC5-RRC connection to the relay UE, and route data only via the direct path while the relay is in RRC_IDLE/RRC_INACTIVE.  

Observation 1:
When the remote UE is configured with multipath, the relay UE can be moved to RRC_IDLE/RRC_INACTIVE if all data from the remote UE is routed via the direct path. 

How the relay UE is moved to RRC_CONNECTED would need to be rediscussed for Rel18 by taking this case into account. 

As in Rel17, the trigger to initiate a connection at the relay in both cases should be a transmission performed by the remote UE.  This reduces any delay and signalling overhead associated with having the network involved (e.g., sending a paging message).
Proposal 11:
When the relay UE is in RRC_IDLE/RRC_INACTIVE, remote UE transmission can initiate an RRC connection at the relay UE to support both 1) addition/change of the indirect path at the remote UE; 2) initiation of UL data transmission by the remote UE to the indirect path (e.g., on a split bearer). 
At RAN2#120, RAN2 agreed to downselect between 3 options for triggering the relay UE to enter RRC_CONNECTED:

Agreement:

RAN2 will downselect the solution for triggering IDLE/INACTIVE relay UE to enter CONNECTED state from:

-Option 1 (SL-RLC or UP-based approach (excluding SL-RLC1)), 

-Option 3 (PC5-RRC approach) 

-Option 4( RRCReconfigurationComplete-based approach), 

Discovery/PC5-S-based solution can be further discussed if initiated from SA2.

Since the mechanism of Rel17 (i.e., option 4) can work for path addition/change where SRB1 is configured on the indirect path, it should be re-used as much as possible.  For the other cases, option 1 may have the added advantage that the remote UE behaves the same regardless of the RRC state of the relay UE.  However, this would require specifying two different triggers for RRC connection establishment at the relay UE (one for legacy single path and another for multipath).  For this reason, it would be preferrable to specify a common approach at the relay UE (i.e., option 4).  A new or existing Uu RRC message can be used as the trigger in this case.       

Proposal 12:
Re-use the Rel17 method (i.e., option 4) for initiation of the RRC connection at the relay UE for both cases of addition/change of the indirect path and UL data transmission by the remote UE to the indirect path.    
2.5 Remote UE in RRC_IDLE/RRC_INACTIVE
RAN2 agreed during the SI phase that the multipath configuration is not maintained by the remote UE when moving into RRC_IDLE/RRC_INACTIVE.  In general, once the remote UE is moved into RRC_IDLE/RRC_INACTIVE, it can behave as a legacy UE (either an in-coverage UE, or a Rel17 remote UE served by a relay) and legacy procedures can be re-used.  For multipath, it may be useful for the network to control which of these two behaviours (e.g., behave as an in-coverage UE, or as a remote UE) the UE should take rather than determine this based on the suitable cell criteria only.  For example, if the relay is RRC_CONNECTED, the network does not have to broadcast paging messages for the remote UE and can send it in dedicated RRC signalling to the relay UE.  A number of options are possible for allowing the network to control how the remote UE behaves at release, such as explicit indication (e.g. in the release message), or network controlled rules associated with the quality of each path.    
Proposal 13:
A remote UE in multipath that is released to RRC_IDLE/RRC_INACTIVE can maintain either the direct path or relayed path.  RAN2 discusses whether the UE determines the path to maintain from dedicated signalling or based on a network-configured rule.
3 Conclusion
In this contribution, the following observations were made on the design of multi-path:

Observation 1:
When the remote UE is configured with multipath, the relay UE can be moved to RRC_IDLE/RRC_INACTIVE if all data from the remote UE is routed via the direct path. 

Based on these observations, the following conclusions were made:
Proposal 1:
Split SRB1/2 is supported for scenario 2 (up to network choice whether to configure it).

Proposal 2:
Non-split SRB1/2 is allowed to be configured on the indirect path for scenario 2 (up to network choice whether to configure it).

Proposal 3:
SRB1/SRB2 can be configured in different paths for both scenario 1 and scenario 2.

Proposal 4:
DL transmission on split SRB1/SRB2 without duplication can be performed on either direct or indirect path (as decided by the network).

Proposal 5:
UL transmission on split SRB1/SRB2 without duplication can be performed on either direct or indirect path.  FFS on the associated conditions at the UE.

Proposal 6:
Split bearer threshold mechanism is supported for a split DRB without duplication in multipath for determining when a UE can transmit data to either path.  FFS on the differences with legacy DC split bearer threshold.  

Proposal 7:
For a split bearer without duplication, the network controls the amount of data routed by the UE to each of the paths when the split bearer threshold is exceeded. 

Proposal 8:
Discuss whether to support a CA-like approach where a split bearer can be configured with a single RLC entity common to both paths.  

Proposal 9:
The UE supports both an MCGFailure-like procedure (i.e., the UE waits for reconfiguration following the failure) and SCGFailure-like procedure (i.e., the UE can continue operation without a reconfiguration following the failure) following RLF when split SRB is configured.  

Proposal 10:
Upon detection of RLF on the path on which non-split SRB is configured, the remote UE can perform a re-establishment-like procedure via the other path.  FFS on details.  

Proposal 11:
When the relay UE is in RRC_IDLE/RRC_INACTIVE, remote UE transmission can initiate an RRC connection at the relay UE to support both 1) addition/change of the indirect path at the remote UE; 2) initiation of UL data transmission by the remote UE to the indirect path (e.g., on a split bearer). 

Proposal 12:
Re-use the Rel17 method (i.e., option 4) for initiation of the RRC connection at the relay UE for both cases of addition/change of the indirect path and UL data transmission by the remote UE to the indirect path.    
Proposal 13:
A remote UE in multipath that is released to RRC_IDLE/RRC_INACTIVE can maintain either the direct path or relayed path.  RAN2 discusses whether the UE determines the path to maintain from dedicated signalling or based on a network-configured rule.
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