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1 Introduction
In RAN2#119bis-e [1], RAN2 agreed to support SL-specific consistent LBT failure detection and recovery and use NR-U procedure as a baseline.  Further discussion of the topic was held in RAN2#120 [2].  In this contribution, we discuss several details related to consistent LBT failure detection, including granularity of the consistent LBT failure, reporting and recovery, configuration, and interaction with legacy SL-RLF procedure.
2 Discussion
2.1 Granularity of Consistent LBT Failure Detection

In RAN2#119bis-e [1], RAN2 discussed the granularity of the LBT failure procedure, and considering dependence with RAN1 discussion, an LS to RAN1 was sent to get further guidance on the granularity of the LBT failure indication from the PHY layer.  In NR-U, consistent LBT failure can occur on an UL BWP and the UE can change to a different UL BWP to recover.  While SL does not support BWPs, a recovery procedure where the UE autonomously changes the set of resources (e.g., resource pool, RB set, etc) similar to NR-U may be needed also for SL-U.
Observation 1:
Resource granularity of consistent LBT failure detection (per resource pool, per RB set) will be decided by RAN1 based on RAN2 LS. 

RAN2 also discussed the possibility of having consistent LBT failure detection per cast type/per DST/per and concluded not to support it as a working assumption.  One motivation for consistent LBT failure per L2 ID is to support directional LBT.  Considering that directional LBT is outside of the scope of Rel18, RAN2 can confirm this working assumption.
Proposal 1:
RAN2 confirms working assumption that SL-consistent LBT failure detection is not relevant to cast type/DST/unicast link.
2.2 Reporting and Recovery from Consistent LBT Failure

Failure recovery in NR-U consists of attempting access on a different BWP where RACH is configured.  If consistent LBT failure has been triggered on all UL BWPs with RACH configured, the UE triggers RLF or reporting of failure information to the network (depending on whether the CA or DC configuration allows the reporting of the failure information). 
For SL-U, if RAN1 determines that the granularity of consistent LBT indication from PHY layer is per subset of resources (e.g. resource pool or RB set) then we think a similar approach to NR-U should be supported for SL-U following consistent LBT failure detected on one subset of resources.
Proposal 2:
If RAN1 determines that LBT failure indication is per set of resources (e.g., resource pool, RB set), support the change of resource set by TX UE upon consistent LBT failure detection.

In NR-U, consistent LBT failure on an UL BWP can be reported to the network via a MAC CE.  For SL-U, reporting of consistent LBT failure by a UE in RRC_CONNECTED is already agreed.  For a UE in RRC_IDLE/RRC_INACTIVE, such reports may also be beneficial.  Specifically, the network should be aware of consistent interference occurring on SL (e.g. a specific carrier or resource pool) so that the network can reconfigure the resources accordingly or avoid these resources in mode 1 scheduling.  It would therefore be preferred that the SL UE initiate an RRC connection to report consistent LBT failure.  However, to avoid that such connections occur too often, the network may configure whether and when a UE should enter RRC_CONNECTED to report LBT failure.  Specifically, the UE can enter RRC_CONNECTED if failure is declared on every resource set, or it may depend on the type of traffic at the UE. 
Proposal 3:
A UE in RRC_IDLE/RRC_INACTIVE can report consistent LBT failure to the network.  FFS on the details. 
2.3 Configuration of Parameters for Consistent LBT Failure

Consistent LBT failure detection procedure on sidelink will use the NR-U procedure as a baseline.  Namely, a SL specific LBT failure detection timer and a SL specific maximum LBT failure instance count threshold can be configured to the UE.  Effectively, the MAC layer counts the number of LBT failures within a period of time (defined by the failure detection timer) and when the number of LBT failures reaches the maximum count threshold, consistent LBT failure is declared.

In NR-U, the network configures these parameters to the UE by taking into account the UL resources that it uses to schedule the UE.  Specifically, the number of attempts that warrant a failure, and over how long these attempts are distributed may depend on how may resources the network can allocate to a specific UE. 

Observation 2:
In NR-U, the network can configure the consistent LBT failure parameters based on the resources it has available for UL transmissions by the UE. 

In sidelink, resource availability may depend on several factors, including the resource pool configuration.  Specifically, the parameters used to declare consistent LBT failure may need to be different depending on whether the resource pool is sparse or dense in time and/or frequency.  This may in turn affect the timer and threshold used to declare consistent LBT failure on that resource pool.  

Proposal 4:
A SL UE can be (pre)configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) per resource pool.

In NR-U, the network can also control how aggressive the declaration of consistent LBT failure should be for a specific UE, and configure the parameters based on the periodicity of UL resources.  This should depend on the traffic type or QoS associated with the UE’s transmissions.  Specifically, a UE with less stringent QoS requirements may be able to afford attempting channel access for longer before taking failure actions. While NR-U can handle this by proper network configuration, a SL UE in IDLE/INACTIVE or OOC may need to depend on multiple different configurations for LBT failure detection and choose the one that is most relevant to the traffic type/QoS.

Proposal 5:
A SL UE can be configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) for different traffic type/QoS.  FFS on details.

2.4 Interaction between SL-RLF and Consistent LBT Failure Detection

In NR-U, when the MAC layer declares consistent LBT failure on each UL BWP, it informs the RRC layer to trigger RLF.  This effectively allows the UE to release the connection and avoid maintaining its context when the unlicensed resources are unusable.
A similar behaviour should be supported for SL-U when consistent LBT failure occurs on all of the resource sets.  In this case, the UE should at least inform upper layers.      
Proposal 6:
A UE can trigger SL-RLF on a unicast link if consistent LBT failure occurs on all of the SL resource sets (if consistent LBT failure per resource set is supported).  

Proposal 7:
A UE informs upper layers of consistent LBT failure occurring on all of the SL resource sets (if consistent LBT failure per resource set is supported).  

One issue associated with LBT failure is that it may result in pre-maturely triggering SL-RLF in some cases.  Specifically, LBT failure by a UE transmitting PSFCH may contribute to triggering HARQ-based SL-RLF, possibly in a pre-mature manner.  While the network can compensate for this by configuring a different set of SL-RLF parameters (i.e. number of consecutive HARQ DTX), it cannot predict whether significant interference is present or not, and this may therefore affect the performance of legacy SL-RLF detection.  A preferrable approach would be to try to differentiate and compensate between HARQ DTX which occur due to channel conditions, and those which occur due to LBT failure.  One simple way to do this is to have the TX UE perform measurements (e.g., LBT-like) to determine whether a HARQ DTX is related to LBT failure by the peer UE.
Proposal 8:
A TX UE uses measurements to differentiate between HARQ DTX due to channel conditions and HARQ DTX due to LBT failure to avoid pre-maturely triggering SL-RLF.  

3 Conclusion
In this contribution, the following observations were made on consistent LBT failure and recovery for SL-U:
Observation 1:
Resource granularity of consistent LBT failure detection (per resource pool, per RB set) will be decided by RAN1 based on RAN2 LS. 

Observation 2:
In NR-U, the network can configure the consistent LBT failure parameters based on the resources it has available for UL transmissions by the UE. 

Based on these observations, the following conclusions were made:

Proposal 1:
RAN2 confirms working assumption that SL-consistent LBT failure detection is not relevant to cast type/DST/unicast link.

Proposal 2:
If RAN1 determines that LBT failure indication is per set of resources (e.g., resource pool, RB set), support the change of resource set by TX UE upon consistent LBT failure detection.

Proposal 3:
A UE in RRC_IDLE/RRC_INACTIVE can report consistent LBT failure to the network.  FFS on the details. 

Proposal 4:
A SL UE can be (pre)configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) per resource pool.

Proposal 5:
A SL UE can be configured with different consistent LBT failure detection parameters (i.e, SL specific LBT failure detection timer, SL specific maximum LBT failure instance count threshold) for different traffic type/QoS.  FFS on details.

Proposal 6:
A UE can trigger SL-RLF on a unicast link if consistent LBT failure occurs on all of the SL resource sets (if consistent LBT failure per resource set is supported).  

Proposal 7:
A UE informs upper layers of consistent LBT failure occurring on all of the SL resource sets (if consistent LBT failure per resource set is supported).  

Proposal 8:
A TX UE uses measurements to differentiate between HARQ DTX due to channel conditions and HARQ DTX due to LBT failure to avoid pre-maturely triggering SL-RLF.  
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