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Introduction
In this paper, we discuss possible impacts of PDU Sets on RAN protocol stacks, especially those related to the SA2/4 reply LSes.
Discussion
Differentiated handling of PDU Sets
SA2 has provided the following information/agreements about PDU Set Importance in their reply LS to RAN2 (S2-2301378/R2-2213351):
SA2 also agrees to define PDU Set importance that is conveyed on per-PDU Set basis.  All the PDU Sets within one QoS flow should apply the same PSER, PSDB and PSIHI.  The PDU Set importance of the different PDU Sets within one QoS flow can be different.  
and
SA2 has agreed that 1) Different types of PDU set can be mapped into the same QoS flow if their PDU set QoS parameters (and other QoS characteristics, e.g. 5QI, ARP) are the same. One QoS flow is associated with one PSER and one PSDB at any time. 2) Different PDU sets within one QoS flow can be associated with different ‘PDU Set importance’ information.
As concluded by SA2 in the FS_XRM study, the PDU Set information ‘PDU Set importance’ may be provided by the UPF to NG-RAN via GTP-U header of user plane packet. It may be used by NG-RAN for PDU Set level packet discarding in presence of congestion.
Our understanding of the term, “importance”, in the above text is that it reflects different levels of impact which a PDU Set may have on the application (e.g. codec performance). For example, a PDU Set with high importance can be one which is needed in its decoding of other PDU Sets. If it is lost, then the PDU Sets depending on it no longer can be decoded. That would have the same effect as being lost to the application. For this reason, we think PDU Sets with high importance should be provided with higher reliability than others in the presence of congestion. 
We do not see this conclusion as a contradiction to the agreement that all PDU Sets within the same QoS flow should have the same PSER. Our understanding is that PSER is evaluated or averaged across PDU Sets within a QoS flow. That does not prevent some PDU Sets from having higher reliability than others in the same flow. 
On the other hand, PSDB is defined and evaluated for an individual PDU Set. Therefore, all PDU Sets within the same QoS flow should have the same PSDB, regardless of their importance.
Observation 1.	Although a QoS flow has only one PSER at any time, PDU Sets with different importance in the same QoS flow should be provided with different levels of reliability in the presence of congestion. 


Among the layer-two protocols, one way to provide different levels of reliability to different PDU Sets can be using different sets of RLC timers and/or thresholds. For example, 
· On the receiver side, if PDU Sets with higher importance can have its own reassembly buffer and the buffer can be configured with a longer t-Reassembly timer (within the delay budget, of course) and/or a shorter t-StatusProhibit, lower error rate can be achieved. 
· Or on the transmitter side, PDU Sets with higher importance can have shorter t-PollRetransmit timer and/or smaller pollPDU or pollByte threshold, the ARQ procedure can have a shorter RTT and retransmit sooner in case of failure. As a result, more retransmissions can be performed with the same delay budget and thus lower error rate can be achieved. 
Observation 2.	One way to provide different levels of reliability for different PDU Set Importance is to use different RLC timers and/or thresholds for them.
We see two options in implementing different RLC times and/or thresholds:
· One option is to keep the current architecture of one RLC entity per DRB but maintain separate sets of state variables in the RLC protocols for different importance. However, this option is expected to require considerable changes to the current RLC spec.
· Another option is to have separate RLC entities for different importance. PDU Sets with different importance have their own separate reassembly buffers and separate RLC timers/thresholds, etc. As a result, this option requires little changes to the RLC procedure (unless RAN2 agree otherwise), because UE/RAN only needs to run multiple identical instances of the RLC procedure. In our view, this is a much simpler and cleaner approach.
Proposal 1. 	Network can configure separate RLC entities within a DRB for PDU Sets with different importance.  
In legacy, each RLC entity is associated with its own logical channel. If a DRB is allowed to have multiple RLC entities, we believe this one-to-one association is still needed. Otherwise, for example, downlink MAC layer would have trouble determine how to a route a PDU to which of the RLC entities.  
Proposal 2.	Each RLC entity within the same DRB is associated with its own logical channel. 
In legacy, each LCH is configured with its own set of parameters such as LCH priority, prioritized bit rate (PBR) and burst size duration (BSD). These parameters generally are determined from the QoS attributes of the QoS flow(s) mapped to the corresponding DRB. If a single QoS flow can be split into two or more LCHs, it needs to be discussed how the parameters of LCHs associated with the same DRB may be determined. 
Observation 3.	If a QoS flow is split into multiple LCHs based on PDU Set Importance, it needs to be studied how LCP parameters such as LCH priority, PBR and BSD of those LCHs should be configured.  
We think different levels of reliability for different PDU Set Importance can also be achieved through different LCP configurations. For example, if PDU Sets with different importance are mapped to different LCHs, then it is possible to assign different LCH priorities to different importance. That would allow a PDU Set with high importance to be scheduled even before other PDUs already in the queue but with lower importance. This flexibility to override FCFS scheduling within a DRB can help give more delay budget to PDU Sets with high importance, thus indirectly reducing their error rate.
Similarly, LCP restrictions can also be configured separately for different importance. For example, network may configure different allowedServingCells for difference importance, e.g. map PDU Sets with high importance to a low-band carrier for better coverage and link reliability but map the rest of PDUs to high-throughput carriers.
Proposal 3.	If network configures separate LCHs for PDU Sets with different importance, then those LCHs may be configured with different LCP priorities and LCP restrictions.
The above proposal then naturally leads to the question of how LCH priority for a PDU Set Importance might be related to 5QI priority. For instance, whether all PDU Sets in a QoS flow with high 5QI priority should always have higher LCH priority than any PDU Set in a QoS flow with a lower 5QI priority. Or whether PDU Sets with a high importance in a QoS flow can have a LCH priority higher than that of PDU Sets with low importance in another QoS flow with a higher 5QI priority. 
In our view, nothing needs to be specified for the relationship between the two types of priority. It can be fully left to network implementation. 
Proposal 4.	If network configures separate LCHs for PDU Sets with different importance, it is up to network implementation how to configure LCP priorities of those LCH. No additional enhancements or restrictions are needed.
On the other hand, the configuration of PBR and BSD can be a bit trickier. Generally, they are derived from 5QI attributes such as GBR and MDBV of a QoS flow. If a DRB is split into multiple LCHs, there can be at least two options for their configurations, i.e. all LCHs associated the same DRB share a common PBR and BSD, or each LCH has its own set of PBR and BSD as in legacy. 
If traffic ratio between PDU Sets with difference importance is dynamic or hard to predict by RAN, then the first option may make sense, as CN provides traffic parameters only per QoS flow, not per PDU Set Importance. However, it would require considerable changes to the existing LCP procedure. On the other hand, if RAN is able to predict or determine the traffic ratio between different PDU Set Importance, then perhaps the second option is more desirable, as it would have little impact on the existing LCP procedure.  
Proposal 5.	Discuss whether LCHs associated with the same DRB should share a common set of PBR and BSD or may be configured with its own set of PBR and BSD.
Given XR applications’ typical PER requirement, PDCP duplication may not be needed for an entire XR traffic flow. However, to provide higher reliability for PDU Sets with high importance, it can be useful to enable PDCP duplication just for those more important PDU Sets. If separate RLC entities are configured for different importance, it becomes much simpler to perform duplication selectively among PDU Sets in a DRB, i.e. network only needs to configure a duplication RLC/LCH for the selected PDU Set Importance. The remaining procedure can be the same as the legacy PDCP duplication.
Observation 4. Different levels of reliability for different UL PDU Set Importance can also be achieved by selective PDCP duplication.
Proposal 6.	Network can perform PDCP duplication for selected UL PDU Set Importance within a DRB, instead of for every PDU in the DRB.
In-sequence delivery
In reply to RAN2’s question on whether in-sequency delivery of PDU Set should be supported, SA4 has provided the following information in their reply LS to RAN2 (S4aR230035/R2-2213351):
The RTP layer can handle (and potentially exploit) out-of-sequence reception of RTP packets, and some codecs even require it for good operations. Thus, “SA4 prefers that the lower-layers on the receiver side do not enforce in-sequence delivery to the RTP layer for PDU Sets received out-of-sequence”.
It is clear from the above text that there is no need for RAN2 to study any enhancements for PDU Set based in-sequence delivery.  
Proposal 7.	Enhancements for PDU Set based in-sequence delivery are not studied.

Conclusion
Based on the above discussion, we’d like to suggest RAN2 to discuss and agree to the following proposals:
Observation 1.	Although a QoS flow has only one PSER at any time, PDU Sets with different importance in the same QoS flow should be provided with different levels of reliability in the presence of congestion. 
Observation 2.	One way to provide different levels of reliability for different PDU Set Importance is to use different RLC timers and/or thresholds for them.
Proposal 1. 	Network can configure separate RLC entities within a DRB for PDU Sets with different importance.  
Proposal 2.	Each RLC entity within the same DRB is associated with its own logical channel. 
Observation 3.	If a QoS flow is split into multiple LCHs based on PDU Set Importance, it needs to be studied how LCP parameters such as LCH priority, PBR and BSD of those LCHs should be configured.  
Proposal 3.	If network configures separate LCHs for PDU Sets with different importance, then those LCHs may be configured with different LCP priorities and LCP restrictions.
Proposal 4.	If network configures separate LCHs for PDU Sets with different importance, it is up to network implementation how to configure LCP priorities of those LCH. No additional enhancements or restrictions are needed.
Proposal 5.	Discuss whether LCHs associated with the same DRB should share a common set of PBR and BSD or may be configured with its own set of PBR and BSD.
Observation 4. Different levels of reliability for different UL PDU Set Importance can also be achieved by selective PDCP duplication.
Proposal 6.	Network can perform PDCP duplication for selected UL PDU Set Importance within a DRB, instead of for every PDU in the DRB.
Proposal 7.	Enhancements for PDU Set based in-sequence delivery are not studied.
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