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1	Introduction
RAN2 has agreed to investigate different mapping alternatives for the PDU sets. These have been captured in TR 38.835 and echoed below for convenience:
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Figure 1-1: Mapping Alternatives
In the RAN2 meeting #120, it was agreed that N1N is excluded from the possible mapping alternatives. A number of points have been left for further investigation including:
-	The possibility of splitting a single DRB carrying PDU sets into multiple LCHs or RLC entities;
-	The potential impact of PDU Set information especially the PDU Set Delay Budget (PSDB) and PDU Set Error Rate (PSER) on RAN protocol layers;
-	The evaluation of the need of different packet handling of PDU sets over the radio interface and how to handle reordering.
In this contribution, we discuss the splitting of a DRB into multiple LCHs, the impact on the current specifications, and the benefits.
2	Discussion
2.1	Splitting a single DRB into multiple LCHs 
In the last meeting, several contributions have pointed out the following options to implement differentiated QoS handling of PDU Sets:
-	Option 1: mapping a single DRB carrying multiple PDU Sets to multiple RLC entities similarly as in DC;
-	Option 2: adding PDU Set awareness for differentiated QoS handling into PDCP, RLC and MAC layers.
The possibility of assigning multiple RLC entities to a single PDCP entity has been supported in NR since Rel-15 (up to two entities) and Rel-16 (up to four entities) with the main goal of improving reliability by duplicating PDCP PDUs across multiple legs or increasing throughput by splitting the PDCP traffic across multiple legs. However, splitting the PDCP traffic across multiple RLC entities as indicated in Option 1 requires the identification of PDU Sets at the PDCP layer to decide which legs RLC entity.  
Option 2 has the highest complexity in terms of implementation and specification impact. RAN would require new enhancements to propagate the PDU Set information below SDAP. 
We observe that both options do not add any additional benefit than agreed mapping options (i.e., 111, NN1, and N11) in terms of differentiated QoS handling. In particular, we do see the following possibilities: 
-	PDU Sets with different priorities and QoS characteristics can mapped into different QoS flows with option 111. 
-	PDU Sets with similar priority and QoS characteristics can be mapped into the same QoS flow or the same DRB with options N11 or NN1, respectively. The choice between mapping N11 and NN1 depends on the handling needs of the PDU Sets along the path connecting the application server and the UE. 
Furthermore, both options may increase the delay experienced by PDU SDUs, which is what PDU Set is designed to prevent. Specifically, since the splitting happens after a PDCP SN has been assigned to a certain PDU, the splitting across multiple RLC entities that are treated differently by the lower layers may cause reordering of PDCP PDUs at the PDCP receiving entity. Since the PDCP layer may be configured to assure the in-order delivery, a PDU that is received out of order may need to wait until all previous PDUs have been received so that the PDCP layer can reorder all PDUs. 

Observation 1: both option 1 and option 2 of N11N alternative do not add any additional benefit than agreed mapping options (i.e., 111, NN1, and N11) in terms of differentiated QoS handling. 

Proposal 1: Drop discussion of mapping a single DRB carrying multiple PDU Sets to multiple RLC entities. 

2.2	PSDB and PDB
The interplay between PDU Set Delay Budget (PSDB) and packet delay budget (PDB) must be carefully considered when handling PDUs in the RAN. In particular, if both PDB and PSDB are jointly used, the RAN may apply delay requirements that are unnecessarily stringent for the XR application, thus using too many radio resources for a certain XR UE.
Figure 1 shows the problem of using both PDB and PSDB. In the figure, ti represents the arrival time of the i-th PDU in the PDU Set, which is composed of 5 PDUs in that example. When using PDB, each PDU must be successfully delivered by . In contrast, when using PSDB, each PDU must be successfully delivered by . In the case illustrated in the figure, all PDUs must be served by  instead of the largest .
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[bookmark: _Ref125971862]Figure 1 – Example of PDB more stringent than PSDB.
Observations 2: The interplay PSDB and PDB must be carefully considered when handling PDUs in the RAN otherwise PDUs in a PDU Set may be processed with more stringent requirements than those indicated by the application, thus resulting in larger use of radio resources.
Proposal 2: Consider PSDB when PSIHI is set, PDB otherwise.
2.3	PSER and PER
The interplay between PSER and packet error rate (PER) must be carefully considered when executing PDU discarding. In particular, PDU discarding based on PSER information may be limited depending on the value configured for the PER of a certain QoS flow.
Let us consider the example illustrated in Figure 2 where a QoS flow is split into consecutive PDU sets of the same size (10 PDUs each). The QoS flow can represent the DL video stream of a XR application and each PDU set a video frame carried by multiple IP packets. Let us assume the operator has configured PER and PSER equal to 1%, and the window for computing the PER is set equal to 100 PDU Sets (i.e., 1000 PDUs). This corresponds to drop at most 1 PDU Set and at most 10 PDUs out of 100 PDU Sets. However, the 10 PDU losses cannot be spread across multiple PDU Sets, otherwise the PSER will be larger than 1% (e.g., if 10 PDU Sets have 1 lost PDU each, then PSER=10%, since all PDUs in the PDU Set must be delivered to consider the corresponding PDU Set correctly received). In contrast, if the operator has configured the PSER equal to 2% and the PER equal to 1%, then at most 2 PDU Sets and at most 10 PDUs out of 100 PDU Sets can be lost or discarded. If the second PDU of the first PDU Set is lost, then the network can decide to drop the remaining 8 PDUs because they become useless for the application. After discarding the 8 remaining PDUs of the first PDU Set, the left PDU loss budget will be 1 PDU and after another PDU loss the network will not be able to discard any more PDUs within the same PDU Set.
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Figure 2 – Example of a QoS flow split into PDU sets of the same size (10 PDUs), 
PER=1%, PSER=2%, and 100 PDU Sets for computing the PER and PSER. 
If the network discards the 8 PDUs in the first PDU Set after the loss of the 2nd PDU, then only one PDU loss can be sustained by the network for the next 99 PDU Sets to meet the PER
Observations 3: PDU discarding (e.g., PDCP discarding) must be executed carefully when both PSER and PER are configured and the relationship between PSER and PER, which depends on other PDU Set parameters like the PDU Set size, must be taken into account.
Proposal 3: Consider PSER when PSIHI is set, PER otherwise.
3	Conclusion
This contribution discusses the impact on the RAN protocol stack of the PDU set and its mapping alternatives. The following proposals are made:
Proposal 1: Drop discussion of mapping a single DRB carrying multiple PDU Sets to multiple RLC entities. 
Proposal 2: Consider PSDB when PSIHI is set, PDB otherwise.
Proposal 3: Consider PSER when PSIHI is set, PER otherwise.
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