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[bookmark: _Ref488331639][bookmark: _Ref178064866]Introduction
This paper will discuss the multi-path relay
Discussion on Scenario-1
CP Related
G.	The remote UE operating in multi-path changes to a new relay UE for the indirect path while keeping the direct path under the same gNB.  FFS if this case would be supported via separate release-and-add (A+C in separate reconfigurations) or a single switch procedure (e.g. similar to i2i service continuity).
The following case can be supported via separate release-and-add for scenario 1 (B+D in separate reconfigurations):
E.	The remote UE operating in multi-path changes the direct path to a different cell of the same gNB while using the serving relay UE for the indirect path under the same gNB.
FFS if a single procedure for this case would be supported.
During R2#120, it was further discussed (but not concluded) that
Proposal 11	[Low priority]Whether a single procedure can be supported for Case E and Case G.
For the FFS point of Scenario-G, 
Since it has been concluded that the PCell is on direct path, the change of indirect path can be handled as SCell release-and-add, but cannot be handled as I2I service-continuity which would be a PCell change. 
For scenario-E, similarly, thanks to the conclusion on PCell at direct-path, it can be modeled as PCell change without SCell change. 
[bookmark: _Toc124511545]For use-case E (direct path change w/o indirect path change), it can be modeled as handover (i.e., PCell change) without SCell change.
[bookmark: _Toc124511546]For use-case G (indirect path change w/o direct path change), it can be modeled as SCell release-and-add. 
Proposal 5 (modified)	R2 aims at reusing R17 mechanism of paging delivery for R18 U2N Relay on the indirect path and legacy mechanism on the direct path, in the multi-path setting when paging is applicable for RRC_CONNECTED [21/21][19/21].
When it comes to ‘Paging for RRC_CONNECTED’, it is only about short-message delivery
In legacy R17, it cannot be delivered to remote UE via indirect path. 
In R18, due to the availability of direct path, it can be delivered to remote UE (limited to the case where the PCell is on direct path). Yet solution-wise, there is no special enhancement needed. 
[bookmark: _Toc124511547]R2 confirm Remote-UE operating in MP Relay can obtain short message via direct path as in legacy, if CSS is configured on direct path, no specific enhancement is needed, for scenario-1. 
[bookmark: _Toc124511482][bookmark: _Toc124511483][bookmark: _Toc124511484][bookmark: _Toc124511485][bookmark: _Toc124511486][bookmark: _Toc124511502][bookmark: _Toc124511503][bookmark: _Toc124511504][bookmark: _Toc124511505][bookmark: _Toc124511506][bookmark: _Toc124511507][bookmark: _Toc124511508][bookmark: _Toc124511509][bookmark: _Toc124511510][bookmark: _Toc124511511][bookmark: _Toc124511512][bookmark: _Toc124511513][bookmark: _Toc124511514][bookmark: _Toc124511515][bookmark: _Toc124511516][bookmark: _Toc124511517][bookmark: _Toc124511518][bookmark: _Toc124511519][bookmark: _Toc124511520][bookmark: _Toc124511521][bookmark: _Toc124511522][bookmark: _Toc124511523][bookmark: _Toc124511524][bookmark: _Toc124511525][bookmark: _Toc124511526][bookmark: _Toc124511527][bookmark: _Toc124511528][bookmark: _Toc124511529][bookmark: _Toc124511530] 
For path switching to RRC_IDLE/INACTIVE Relay UE, 
Working assumption: Proposal 11	[20/21] For multi-path Relay Scenario-2, leave it to relay and remote UE implementation on how to trigger the RRC_IDLE/RRC_INACTIVE target relay UE to initiate RRC connection establishment procedure. R2 further discuss the solution for Scenario-1.
During 119bis, the supporting ratio for scenario-1 solution is as follows
	Solution
	Support in 119bis

	Option-1: Upon the message received from a Remote UE via SL-RLC, not limited to SL-RLC1
	8

	Option-2: Other (please clarify the solution if this is selected)
	1

	Option-3: Upon the indication/configuration received from a remote UE, e.g. indication/configuration in RRCReconfigurationSidelink message
	5

	Option-4: gNB configures RRCReconfigurationComplete message delivered via indirect path, e.g. configure duplication of SRB1 or change the primary RLC entity of SRB1 to indirect RLC entity.
	5

	Option-5: During discovery/PC5 unicast establishment for multi-path
	4


During 120, the conclusion was as follows
Agreement:
RAN2 will downselect the solution for triggering IDLE/INACTIVE relay UE to enter CONNECTED state from:
-Option 1 (SL-RLC or UP-based approach (excluding SL-RLC1)), 
-Option 3 (PC5-RRC approach) 
-Option 4( RRCReconfigurationComplete-based approach), 
Discovery/PC5-S-based solution can be further discussed if initiated from SA2.
Option-4 is the legacy solution, which should be inherited when possible, e.g., when the SRB1 is configured as non-split SRB at indirect-path only, or as split SRB so covering indirect-path as well. So the question is to adopt option-1 or option-3 when SRB is configured as non-split SRB at direct-path only. 
If we look at the detailed signaling flow chart in Rel-17: Firstly, remote and relay UE exchange PC5-S signaling for PC5-S context setup. Secondly, 
a/ For SRB1, remote UE can already send SL-RLC1 message (HO confirm) to relay UE, and 
b/ For SRB, remote UE needs to send PC5-RRC message to relay UE for Uu-DRB related SL-RLC:s configuration, and after PC5-RRC ACK is received from relay UE, it can send the data for Uu-DRB to relay UE.
So the difference between option-1 and option-3 is that option-3 is a bit quicker than option-1, since option-1 has to wait for the RRCReconfigurationSidelinkComplete message from relay UE first. From that angle, we slightly lean towards option-3.
[bookmark: _Toc124511548]For triggering IDLE/INACTIVE relay UE to enter CONNECTED state, R2 adopts ‘RRCReconfigurationComplete-based approach’ for SRB1 configured as split SRB or non-split SRB over indirect path, and adopts PC5-RRC approach for SRB1 configured as non-split SRB over direct path. 
During 120, it was agreed that
Agreement:
Proposal 17	[Easy] Upon detection of 3GPP-defined RLF failure in one path, remote UE (configured with MP) can report path failure via the alternative available path if SRB1 is configured on the alternative path or split SRB1 is configured. 
One left issue is what message to carry the failure report – it would be easier to reuse the legacy message. 
The other left issue is if the alternative path is not available (e.g., undergoing failure as well), or there is no SRB1 configured on that path, how to handle it.
It seems straightforward to perform re-establishment. 
In R17, since only single path is supported, the UE would perform RLM either via Uu or via PC5, and in case of Uu-RLF or PC5-RLF, RRC re-establishment would be initiated.
In R18, in case of MP Relay, the UE can perform RLM on both interfaces, and in case of RLF of one interface, there is no need to trigger RRC re-establishment, but can report to network via the other interface, since the connection has not been fully lost. In case of Uu-RLF, it is similar to R16 MCG failure reporting, which relies on SCG to deliver the report instead of triggering RRC re-establishment directly, and related messages and behavior can be mostly reused. In case of PC5-RLF, it is similar to legacy SUI report on SL-RLF.
[bookmark: _Toc124511549]For scenario-1 of multi-path Relay, in case of Uu-RLF, suspend the direct path transmission. If SRB1 is configured on PC5 and not suspended, trigger report to network via indirect path to report the failure via MCGFailureInformation message. Otherwise, RRC Re-establishment is initiated.
[bookmark: _Toc124511550]For scenario-1 of multi-path Relay, in case of PC5-RLF, suspend the indirect path transmission. If SRB1 is configured on Uu and not suspended,  trigger report to network via direct path to report the failure via SidelinkUEInformation message. Otherwise, RRC Re-establishment is initiated.
UP related
Given the 119 agreement
Support direct bearer (bearer mapped to direct path on Uu), indirect bearer (bearer mapped to indirect path via relay UE), and MP split bearer (bearer mapped to both paths, based on the existing split bearer framework).
For a MP split bearer in scenario 1, one PDCP entity at the remote UE is configured with one direct Uu RLC channel and one indirect PC5 RLC channel.
-	For upstream, a PDCP entity delivers to a Uu RLC entity and a PC5 RLC entity with SRAP entity in the remote UE side.
-	For downstream, a PDCP entity receives from a Uu RLC entity and a PC5 RLC entity with SRAP entity in the remote UE side.
FFS if we need to take decisions on the mapping of protocol entities in scenario 2.
For PDCP duplication, existing design for Uu interface is described in stage-2 spec as follows
When duplication is configured for a radio bearer by RRC, at least one secondary RLC entity is added to the radio bearer to handle the duplicated PDCP PDUs as depicted on Figure 16.1.3-1, where the logical channel corresponding to the primary RLC entity is referred to as the primary logical channel, and the logical channel corresponding to the secondary RLC entity(ies), the secondary logical channel(s). All RLC entities have the same RLC mode. Duplication at PDCP therefore consists in submitting the same PDCP PDUs multiple times: once to each activated RLC entity for the radio bearer. With multiple independent transmission paths, packet duplication therefore increases reliability and reduces latency and is especially beneficial for URLLC services.
NOTE:	PDCP control PDUs are not duplicated and always submitted to the primary RLC entity.
When configuring duplication for a DRB, RRC also sets the state of PDCP duplication (either activated or deactivated) at the time of (re-)configuration. After the configuration, the PDCP duplication state can then be dynamically controlled by means of a MAC control element and in DC, the UE applies the MAC CE commands regardless of their origin (MCG or SCG). When duplication is configured for an SRB the state is always active and cannot be dynamically controlled. When configuring duplication for a DRB with more than one secondary RLC entity, RRC also sets the state of each of them (i.e. either activated or deactivated). Subsequently, a MAC CE can be used to dynamically control whether each of the configured secondary RLC entities for a DRB should be activated or deactivated, i.e. which of the RLC entities shall be used for duplicate transmission. Primary RLC entity cannot be deactivated. When duplication is deactivated for a DRB, all secondary RLC entities associated to this DRB are deactivated. When a secondary RLC entity is deactivated, it is not re-established, the HARQ buffers are not flushed, and the transmitting PDCP entity should indicate to the secondary RLC entity to discard all duplicated PDCP PDUs.
When activating duplication for a DRB, NG-RAN should ensure that at least one serving cell is activated for each logical channel associated with an activated RLC entity of the DRB; and when the deactivation of SCells leaves no serving cells activated for a logical channel of the DRB, NG-RAN should ensure that duplication is also deactivated for the RLC entity associated with the logical channel.
When duplication is activated, the original PDCP PDU and the corresponding duplicate(s) shall not be transmitted on the same carrier. The logical channels of a radio bearer configured with duplication can either belong to the same MAC entity (referred to as CA duplication) or to different ones (referred to as DC duplication). CA duplication can also be configured in either or both of the MAC entities together with DC duplication when duplication over more than two RLC entities is configured for the radio bearer. In CA duplication, logical channel mapping restrictions are used in a MAC entity to ensure that the different logical channels of a radio bearer in the MAC entity are not sent on the same carrier. When CA duplication is configured for an SRB, one of the logical channels associated to the SRB is mapped to SpCell.
It is suggested to follow the existing design whenever it is possible.
[bookmark: _Toc124511551]For scenario-1 of multi-path Relay, for PDCP duplication, R2 follows legacy design as a baseline, including at least 1) all RLC entities have the same RLC mode, 2) RRC can set the duplication state (but always activated for SRB, if configured), 3) data volume threshold can be optionally configured for DRB.
There are some delta parts though.
Firstly, for MP relay, only one path allows MAC-CE delivery from gNB to remote-UE. One simple solution is to allow MAC-CE based dynamic duplication activation/deactivation via direct link. And a follow-up question is whether we can reuse the legacy duplication activation/deactivation MAC-CE directly.
[bookmark: _Toc124511552]For scenario-1 of multi-path Relay, for PDCP duplication, allows dynamic duplication (de)activation controlled by MAC-CE delivery via direct link. 
[bookmark: _Toc124511553]For scenario-1 of multi-path Relay, for PDCP duplication, the legacy “Duplication Activation/Deactivation MAC CE” and “Duplication RLC Activation/Deactivation MAC CE” can be adopted.
Secondly, for MP relay, the two paths are of different interfaces, so it is more like DC-duplication, i.e., no need to differentiate the mapping carriers of the two RLC channels. 
[bookmark: _Toc124511554]For scenario-1 of multi-path Relay, for PDCP duplication, R2 does not pursue LCH-to-carrier mapping restriction.
Thirdly, since for the indirect path, the PDCP layer delivers the packet indirectly to RLC, i.e., via SRAP layer, it is questionable whether the following behavior can be still pursued 
When an RLC entity acknowledges the transmission of a PDCP PDU, the PDCP entity shall indicate to the other RLC entity(ies) to discard it.
[bookmark: _Toc124511555]For scenario-1 of multi-path Relay, for PDCP duplication, R2 discusses whether to pursue the legacy behavior of “When an RLC entity acknowledges the transmission of a PDCP PDU, the PDCP entity shall indicate to the other RLC entity(ies) to discard it”.
For SRB configuration, there is the following FFS point
For scenario 1, SRB1 and SRB2 can be configured on either the direct or the indirect path, or on both at least with duplication.  FFS if they can be configured on different paths from one another.
Firstly, for whether ‘different paths from one another’, considering in legacy, SRB PDCP configuration (split or non-split, which leg to use if non-split, duplication or not if split and etc.) has already been a per-bearer configuration instead of per-UE configuration, we do not see the reason to restrict.
Furthermore, please note that there could be anyway some SRBs which cannot be configured at indirect path, e.g., SRB4.
[bookmark: _Toc124511556]R2 confirms the SRB configuration (which path(s) to use) is a per-bearer configuration, for scenario-1.

Other aspects for Scenario-2
To save the number of duplicated proposals, we suggest following the scenario-1 conclusion unless stated otherwise.
[bookmark: _Toc124511557]For scenario-2 of multi-path relay, follow the conclusion for scenario-1 unless stated otherwise.
For scenario 2, SRB1 and SRB2 can be configured at least on the direct path.  FFS if there are restrictions on the configuration and if they can be configured on both paths.
For this FFS point, the concern origins from the absence of RLC channel, and the SRB/DRB differentiation difficulty. Yet seems companies would like to rely more on implementation for RB identification in general, it seems not a big problem anymore. 
Agreements:
Whether non-split SRB1/2 is allowed to be configured on indirect path for scenario 2 and whether split SRB1/2 is supported for scenario 2 can be discussed in normative work.
Yet since the unknown implementation of UE-UE link, we understand it is safer to have SRB configured at direct path only. 
[bookmark: _Toc124511558]For scenario 2, do not support SRB1 and SRB2 being configured as split SRB, or non-split SRB over indirect path only.
Furthermore, since the inter-UE connection is via an unknown interface, it is unclear whether one can assume the inter-UE connection establishment is under gNB control (as for sidelink). So it is easier to leave it to UE implementation. 


Figure 1 SP-to-MP procedure for Scenario-2
[bookmark: _Toc124511559]For scenario-2 of multi-path relay, for single-direct-path to multi-path switching, remote (or relay) UE report the ID (FFS what the ID is) of the relay (or remote) UE to network, and network provides the configuration of the indirect path to remote (or relay) UE. It is up to relay/remote UE implementation to establish inter-UE connection before/upon network configuration.
On the contrary, during the switching from multi-path to single-direct-path, it can be either triggered purely by network, i.e., de-configuration of indirect path, or by UE, i.e., due to inter-UE connection failure.


Figure 1 MP-to-SP procedure for Scenario-2
[bookmark: _Toc124511560]For scenario-2 of multi-path relay, in case of failure detected on UE-UE link (by implementation), remote (or relay) can report the inter-UE connection failure to network.


Conclusion
We have the following proposals:
Proposal 1	For use-case E (direct path change w/o indirect path change), it can be modelled as SCell release-and-add.
Proposal 2	For use-case G (indirect path change w/o direct path change), it can be modelled as handover (i.e., PCell change) without SCell change.
Proposal 3	R2 confirm Remote-UE operating in MP Relay can obtain short message via direct path as in legacy, if CSS is configured on direct path, no specific enhancement is needed, for scenario-1.
Proposal 4	For triggering IDLE/INACTIVE relay UE to enter CONNECTED state, R2 adopt ‘RRCReconfigurationComplete-based approach’ for SRB1 configured as split SRB or non-split SRB over indirect path, and adopt PC5-RRC approach for SRB1 configured as non-split SRB over direct path.
Proposal 5	For scenario-1 of multi-path Relay, in case of Uu-RLF, suspend the direct path transmission. If SRB1 is configured on PC5 and not suspended, trigger report to network via indirect path to report the failure via MCGFailureInformation message. Otherwise, RRC Re-establishment is initiated.
Proposal 6	For scenario-1 of multi-path Relay, in case of PC5-RLF, suspend the indirect path transmission. If SRB1 is configured on Uu and not suspended,  trigger report to network via direct path to report the failure via SidelinkUEInformation message. Otherwise, RRC Re-establishment is initiated.
Proposal 7	For scenario-1 of multi-path Relay, for PDCP duplication, R2 follows legacy design as a baseline, including at least 1) all RLC entities have the same RLC mode, 2) RRC can set the duplication state (but always activated for SRB, if configured), 3) data volume threshold can be optionally configured for DRB.
Proposal 8	For scenario-1 of multi-path Relay, for PDCP duplication, allows dynamic duplication (de)activation controlled by MAC-CE delivery via direct link.
Proposal 9	For scenario-1 of multi-path Relay, for PDCP duplication, the legacy “Duplication Activation/Deactivation MAC CE” and “Duplication RLC Activation/Deactivation MAC CE” can be adopted.
Proposal 10	For scenario-1 of multi-path Relay, for PDCP duplication, R2 does not pursue LCH-to-carrier mapping restriction.
Proposal 11	For scenario-1 of multi-path Relay, for PDCP duplication, R2 discusses whether to pursue the legacy behavior of “When an RLC entity acknowledges the transmission of a PDCP PDU, the PDCP entity shall indicate to the other RLC entity(ies) to discard it”.
Proposal 12	R2 confirms the SRB configuration (which path(s) to use) is a per-bearer configuration, for scenario-1.
Proposal 13	For scenario-2 of multi-path relay, follow the conclusion for scenario-1 unless stated otherwise.
Proposal 14	For scenario 2, do not support SRB1 and SRB2 being configured as split SRB, or non-split SRB over indirect path only.
Proposal 15	For scenario-2 of multi-path relay, for single-direct-path to multi-path switching, remote (or relay) UE report the ID (FFS what the ID is) of the relay (or remote) UE to network, and network provides the configuration of the indirect path to remote (or relay) UE. It is up to relay/remote UE implementation to establish inter-UE connection before/upon network configuration.
Proposal 16	For scenario-2 of multi-path relay, in case of failure detected on UE-UE link (by implementation), remote (or relay) can report the inter-UE connection failure to network.

[bookmark: _In-sequence_SDU_delivery]
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