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1. Introduction
[bookmark: _Hlk127256742]In the post meeting email discussion for model transfer [1], all the possible solutions including both UP based and CP based are evaluated with the PROs and CONs. Spontaneously, the next step for RAN2 is to discuss the detail implementation for each option. However, assuming the model transfer is studied, the prerequisite is that the model function mapping at the NW side shall be determined, for example, model training, model update..etc. Otherwise, the terminated point at NW side for model transfer is not clear, let along to study the each solution.
This paper intends to share our views on the model function mapping at NW side and some advice on the model transfer study.
2. [bookmark: _Toc7959][bookmark: _Toc20109][bookmark: _Toc12718547]Discussion
2.1 Model Functioning Mapping
Model Training function Mapping at gNB side
Regarding the model function mapping at gNB side, RAN3 have determined the model training, model inference function mapping in the TS 37.817
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
For model training, we can not directly make a conclusion on the function mapping at NW side since we have no idea about the the DU and CU who has enough capability to afford the computation of the AI model training. So at the current stage, we’d better to assume that, for AI for PHY, the AI training function mapping at NW side can be as the same as the case of AI for RAN. 
[bookmark: _Toc9992]For AI for PHY, the AI model training function can be located in the gNB-CU or OAM.
Regarding the AI model inference,  the output of the model inference of the use cases is mainly related to the PHY layer procedure which is quite sensitive to the delay. Assuming the AI model inference is still located at CU as same as AI for RAN, the delay caused by the output of model inference transferred from CU to DU via F1 interface is caused, the average delay of F1 interface may reach 20ms, which will lead to the AI based PHY procedure can not meet the delay requirement. By considering the AI model inference have a relative lower requirement of the computation than model training, we can assume the AI/ML model inference function at NW side shall be located in the DU.  
[bookmark: _Toc3381]For AI for PHY, RAN2 assume he AI model inference function can be located at the gNB-DU. 
Consider above two assumptions are made by RAN2, it is better to send an LS to RAN3 to confirm the RAN 2 assumption.
[bookmark: _Toc3581]Send an LS to RAN1 and cc RAN3 to tell them above two assumptions made by RAN2 regarding the AI function mapping at gNB side .

Model Training function Mapping at CN side
According to the current use cases agreed in RAN plenary, only LMF at CN side is involved in the AI for PHY due to the AI based positioning. In this sense, RAN2 assume the AI model training function can be located in LMF or OAM, and the model inference function can be located in LMF.
[bookmark: _Toc26087]For AI for PHY, RAN2 assumes AI model training can be located in either LMF or OAM, and AI model inference can be located in LMF. RAN2 send an LS to RAN1 and cc SA to tell them the assumption achieved in RAN2.

2.2 Model Transfer
According to the [1], we have 7 options in total on the table, We think it is really time consuming to discuss all of them simultaneously given that there is only one TU for AI discussion in each meeting. We need to identify which option have a high priority to discuss and which option have a relatively lower priority, and if necessary, some options shall be down selected.
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.	Comment by Rapporteur: Aligned with Solution 2a description
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
[bookmark: _Toc13011] There are in total 7 options for model transfer on the table, it is really time consuming to discuss all of them simultaneously given that there is only one TU for AI discussion in each meeting, in order to make a progress in RAN2, we need to identify which option can be prioritized, and which option can be deprioritized, and which option can be excluded.
the main factor of the model transfer is the endpoints of the model transfer, they determine the two endpoints of the model transfer which is also a principle to select the tunnel which can be terminated between these two endpoints, to our understanding, one endpoint of model transfer must be UE, and the other endpoint of model transfer at NW side shall be the logical entity that the model training function is mapping to.
For the case of a model transfer between UE and gNB, the model training function is mapping to the CU or OAM as we proposed in proposal 1. And hence, the model transfer between UE and gNB might be the model transfer between UE and gNB-CU or between UE and OAM. For the former one, the solution 1a [1] can be be studied, that is, gNB transfer/deliver AI models to UE via RRC. for the later one, both the solution 1a and solution 1b can be studied, that is, OAM firstly transfer the model to CU or DU via private interface, and then CU or DU forward the model to UE. Above all, no matter CU or OAM the model training function is mapping, the solution 1a can work, so the solution 1a can be prioritized to be discussed for model transfer between UE and gNB.
[bookmark: _Toc25538]Solution 1a can be studied preferentially for model transfer between UE and gNB, the solution 1b can be studied later if solution 1a is considered as not suitable for all transfer cases between UE and gNB.
For the case of a model transfer between UE and LMF, the model training function is mapping to the LMF or OAM as we proposed in proposal 4. 
If the model training function is mapping to LMF, the solution 3a/3b is a direct solution for the model transfer between UE and LMF.
If the model training function is mapping to OAM, the solution 3a/3b is one candidate solution for the model transfer between UE and OAM, that is, OAM transfer the AI model to LMF via a private interface, and then LMF forward the model to UE. The solution 2a/2b can be another candidate solution for the model transfer, that is, OAM transfer the AI model to AMF/UPF, and the AMF/UPF forward the model to UE.
Above all, no matter CU or OAM the model training function is mapping, the solution 3a/3b can work, so the solution 3a/3b is prioritized to be discussed for model transfer between UE and gNB.
[bookmark: _Toc2252][bookmark: _GoBack]Solution 3a/3b can be studied preferentially for model transfer between UE and CN, the solution 2a/2b can be studied later if the solution 3a/3b is considered as not suitable for all transfer cases between UE and CN.

3. Conclusion and proposals 
In this contribution, we discussed the model transfer for AI for PHY with the following observations and proposals:
Proposal 1. For AI for PHY, the AI model training function can be located in the gNB-CU or OAM.
Proposal 2. For AI for PHY, RAN2 assume he AI model inference function can be located at the gNB-DU.
Proposal 3. Send an LS to RAN1 and cc RAN3 to tell them above two assumptions made by RAN2 regarding the AI function mapping at gNB side .
Proposal 4. For AI for PHY, RAN2 assumes AI model training can be located in either LMF or OAM, and AI model inference can be located in LMF. RAN2 send an LS to RAN1 and cc SA to tell them the assumption achieved in RAN2.
Obsevation 1. There are in total 7 options for model transfer on the table, it is really time consuming to discuss all of them simultaneously given that there is only one TU for AI discussion in each meeting, in order to make a progress in RAN2, we need to identify which option can be prioritized, and which option can be deprioritized, and which option can be excluded.
Proposal 5. Solution 1a can be studied preferentially for model transfer between UE and gNB, the solution 1b can be studied later if solution 1a is considered as not suitable for all transfer cases between UE and gNB.
Proposal 6. Solution 3a/3b can be studied preferentially for model transfer between UE and CN, the solution 2a/2b can be studied later if the solution 3a/3b is considered as not suitable for all transfer cases between UE and CN.
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