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1. Introduction
Through the latest email discussion [1], the following proposals were drawn regarding model transfer/delivery. 
	Proposal 1: Use the wording “model transfer/delivery” for the RAN2 study.
Proposal 2: The discussion on model delivery between network entities is not discussed in this email discussion. 
Proposal 3: RAN2 can start with discussing model transfer/delivery in Downlink first, and then can discuss model transfer/delivery in Uplink later. The analysis/conclusions for Downlink can be applicable to Uplink unless the exceptional case is mentioned.
Proposal 4: For common evaluation metrics, the following ones can be considered:
Capability to transfer/delivery models for the following model characteristics (RAN1/RAN2 may discuss it):
· AI/ML model size (e.g. individual model size, cumulative model size). It may have some categories, e.g. large size, small size
· Model transmission/update frequency. It may have some categories, e.g. frequent/infrequent transmission/update
· Latency. It may have some categories, e.g. low-latency/high-latency
· Robustness
Signalling overhead
Support of delta configuration
Impacts due to handover
Impacts due to failures (e.g. radio link failure)
Possible specification impacts (e.g. RAN2, SA2, and etc)
Inter-operability impacts
Proposal 5: Agree on the principle of solutions:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
Proposal 6: Agree on Table 2a for the RAN2 study and it can be used for further discussions.
Table 2a: The relations between the solutions and applicable use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


proposal 7: For model transfer/delivery, RAN2 can further discuss Solution 1a. For Solution 2a/3a/1b/2b/3b, RAN2 to discuss how to progress on them (e.g. how it works, impacts to other WGs, pros/cons), and the following options can be considered:
a) RAN2 can send LS to other WGs for the study
b) RAN2 can identify requirements/impacts to other WGs, and then leave it to RAN plenary discussions
c) Proponents could start by triggering such discussion on other WGs first
d) RAN2 can study such impacts and not involve other WGs in the SI phase (can involve them in WI phase)
Proposal 8: The pros/cons for each solution (summarized in relevant sections) can be agreed as a starting point and used for further discussions.
Proposal 9: The potential issues for each solution (summarized in relevant sections) can be agreed as a starting point and used for further discussions.


In this contribution, we discuss the model transfer/delivery methods.
2. Discussion 
Through the latest meeting and email discussion[1], we are discussing which method will be delivered in case of AI/ML model transfer/delivery. It is necessary to analyze pros and cons which network entity should transfer/deliver the AI/ML model in which way, i.e., CP-based, or UP-based.
[bookmark: _Hlk126510520]However, it needs to be considered together in terms of AI/ML model configuration. In general, python and R are the most popular languages for AI/ML model. AI/ML model may have many versions of a model each using different programming languages, libraries, or different versions of the same library. If an AI/ML model is delivered through a CP-based solution, the network entity responsible for AI/ML model transfer/delivery may need to understand the AI/ML model language as well as the contents of the configuration. For example, if RRC is in charge of configuring a proper AI/ML model, it is required that the gNB have a complete understanding of the AI/ML model to use. Also, it requires the massive update of existing gNBs to support ML functionalities. 
Observation 1. If RRC is in charge of configuring an AI/ML model, it is required that the gNB have a complete understanding of the AI/ML model to use. This also requires the massive update of existing gNBs to support ML functionalities.
[bookmark: _Hlk126609073]As AI/ML technology develops, model scalability is also a very important issue. As new features are added to the AI/ML model, new model-specific settings may be added. Accordingly, RAN2 spec impact is significant, and RRC cannot catch up with the latest AI/ML model pool applicable in the field/ML community. There are several reasons. First, RAN2 needs to standardize AI/ML models in RRC. For any model to use, model and model-related parameters shall be specified. This would introduce a strong but unnecessary dependency between RRC and ML syntax. Secondly, the pool of applicable AI/ML models in the field is rapidly evolving and expanding, whereas the change in RRC spec is quite slow and strictly controlled. This means that RRC can never catch up with the progress of AI/ML models applicable.
Observation 2. If RRC is in charge of configuring an AI/ML model, whenever new features are added to the AI/ML model, RAN2 spec impact is significant. RRC cannot catch up with the latest AI/ML model pool applicable in the field/ML community.
· For any model to use, model and model-related parameters shall be specified. This would introduce a strong but unnecessary dependency between RRC and ML syntax.
· The pool of applicable AI/ML models in the field is rapidly evolving and expanding, whereas the change in RRC spec is quite slow and strictly controlled.
[bookmark: _Hlk126610293]In addition, any CP solution (whether the network entity is CN or gNB) can be problematic in setting if the model size is large. 
[bookmark: _Hlk126956947]First, segmented delivery of the RRC message is needed to carry a large-size of AI/ML model. RRC messages can be segmented every 9000 bytes, and as the size of the model increases, more RRC messages are generated. For example, in the case of a 10Mbyte model, 1000 segments of RRC messages are required. If many segments are needed, there is a problem of extending the RRC buffer size. Currently, up to 45kbytes are supported, and DL RRC messages can be segmented up to 5 accordingly. 
Secondly, when PDCP re-establishment is performed during mobility, for SRBs, all stored PDCP SDUs and PDCP PDUs are discarded. That is, if model transfer/delivery fails before/during mobility, the UE should receive the model again from the beginning. Therefore, many radio resources may be wasted and signaling overhead may occur.
Lastly, to avoid head-of-line-blocking of time-critical SRBs, SRB4 or a new SRB of lower priority should be used to send the RRC message carrying the AI/ML model.
Observation 3. CP-based solutions are not suitable for delivering models with large sizes. 
· If many segments are needed, there is a problem of extending the RRC buffer size. Currently, up to 45kbytes are supported, and DL RRC messages can be segmented up to 5 accordingly.
· When PDCP re-establishment is performed during mobility, for SRBs, all stored PDCP SDUs and PDCP PDUs are discarded. If model transfer/delivery fails before/during mobility, the UE should receive the model again from the beginning.
· To avoid head-of-line-blocking of time-critical SRBs, SRB4 or a new SRB of lower priority should be used to send the RRC message carrying the AI/ML model.
From architectural point of view, the UP based solutions are not mutually exclusive ones but just implementation variants of a common UP-based architecture that employs a network entity such as application function in charge of AI/ML model provisioning. From RAN2 perspective, a new application protocol stack that terminates UE and a network entity may need to be introduced to provide model provision services in standardized manner. 
[image: ]
<Figure 1. UP solution between gNB and UE>
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<Figure 2. UP solution between CN and UE>
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<Figure 3. UP solution between server and UE>
The UP based solution does not require AI/ML model-related settings to be specified in the specification. This makes using the model more flexible and extensible. In addition, since it is less restricted by model size/format, the available models may be more diverse. Therefore, we propose to study the UP solution for model transfer/delivery. Through this, we can also narrow the scope of the discussion.
Observation 4. UP based solution does not require AI/ML model-related settings to be specified in the specification. This makes using the model more flexible and extensible. In addition, since it is less restricted by model size/format, the available models may be more diverse.
Proposal 1. To discuss for study UP solution for model transfer/delivery
[bookmark: _Hlk126613722]Regarding AI/ML model transfer/delivery between server and UE (Option 4), the difference from other UP-based solutions(gNB/CN/LMF) is that the protocol stack related to AI/ML is non-standard in 3GPP. 
However, from the LCM perspective, the interaction between the lower layer (e.g., RRC) and AI/ML related layers can be performed to recognize information such as model ID, model update/activation/deactivation, etc. 
[image: ]
<Figure 4. Model information exchange between server and UE> 
Therefore, even if the model is transferred from the server, the part that receives model information to the lower layer of the UE needs to be specified.

Proposal 2. For option 4(model delivery/transfer between server and UE), from the LCM point of view, the part that receives model information(e.g., model (De)activation/change/ID) to the lower layer of the UE needs to be specified. 

3. Conclusion
[bookmark: OLE_LINK5]Observation 1. If RRC is in charge of configuring an AI/ML model, it is required that the gNB have a complete understanding of the AI/ML model to use. It also requires the massive update of existing gNBs to support ML functionalities.
Observation 2. If RRC is in charge of configuring an AI/ML model, whenever new features are added to the AI/ML model, RAN2 spec impact is significant. RRC cannot catch up with the latest AI/ML model pool applicable in the field/ML community.
· For any model to use, model and model-related parameters shall be specified. This would introduce a strong but unnecessary dependency between RRC and ML syntax.
· The pool of applicable AI/ML models in the field is rapidly evolving and expanding, whereas the change in RRC spec is quite slow and strictly controlled.
Observation 3. CP-based solutions are not suitable for delivering models with large sizes. 
· If many segments are needed, there is a problem of extending the RRC buffer size. Currently, up to 45kbytes are supported, and DL RRC messages can be segmented up to 5 accordingly.
· When PDCP re-establishment is performed during mobility, for SRBs, all stored PDCP SDUs and PDCP PDUs are discarded. If model transfer/delivery fails before/during mobility, the UE should receive the model again from the beginning.
· To avoid head-of-blocking of time-critical SRBs, SRB4 or a new SRB of lower priority should be used to send the RRC message carrying the AI/ML model.
Observation 4. UP based solution does not require AI/ML model-related settings to be specified in the specification. This makes using the model more flexible and extensible. In addition, since it is less restricted by model size/format, the available models may be more diverse.
Proposal 1. To discuss for study UP solution for model transfer/delivery
Proposal 2. For option 4(model delivery/transfer between server and UE), from the LCM point of view, the part that receives model information (e.g., model (De)activation/change/ID) to the lower layer of the UE needs to be specified. 
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