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1	Introduction
[bookmark: _Ref178064866]In this paper we discuss the following objectives in the Rel-18 XR WID [1]:
	-	BSR enhancements including at least new BS Table(s); (RAN2);
-	Delay reporting of buffered data in uplink; (RAN2);
-	Provision of XR traffic assistance information for DL and UL (e.g. periodicity); (RAN2);
-	Discard operation of PDU Sets (RAN2);



2	Discussion on XR-specific capacity improvements

2.1 BSR enhancements including at least new BS Table(s)
The current BSR format reports an index which quantizes the buffer size. The index indicates that the UE buffer size is within two values, a maximum and a minimum value. Currently, the relationship between buffer sizes and indexes is provided in two distinct tables, one for the short BSR and a second table for the long BSR. The higher the index, the larger the quantification error – exponentially as shown in Figure 1 (i.e. the larger the difference between the minimum and maximum value the index represents).

[bookmark: _Ref115085615]Figure 1 Buffer sizes mapped to each index for the short BSR table.

3GPP has now agreed to introduce new BS table(s) to address the negative effect current tables have for XR applications. The question is how to design these tables. 
There are two main aspects to consider when designing the new BS tables:
· XR traffic is characterized by large and variable PDU set sizes.
· The size and variance of the PDU set sizes will depend on the encoder and other application algorithms; thus:
· The size and variance of the PDU set may vary within one XR application
· Different XR applications will show different PDU set sizes and variances
Taking these design aspects into account, it can be concluded that it is not possible to find one or two fixed BS tables which fit all XR applications. As shown in Figure 2, providing a precise buffer status report has the potential to improve the network capacity. Thus, to address the current problem, new BS tables need to be tailored to the traffic characteristics of each XR application.

[image: ]
[bookmark: _Ref115086303]Figure 2 Capacity improvements when using a BSR with a more precise in buffer size table.  

There are mainly two options to design the BS tables: 
1) New pre-defined (fixed value) tables, or 
2) New BS tables based on NW configuration. 
As argued above, it is not possible to build few tables having fixed values which can fit all XR applications, all kind of values, variations, ranges, and accuracies. Thus, the first approach, while it may seem simple in principle, it will be a technically bad choice for XR applications, which can result in no capacity enhancements.
1. [bookmark: _Toc118442803][bookmark: _Toc127511699]Pre-defined tables are poor solutions to handle the multiple variations of XR applications

On the other hand, creating specific tables using a configuration provided via RRC is a more effective and adaptative way to design BS tables. The configuration can be adjusted to the specific service/application and its traffic characteristics. RRC could, for example, include in each new BS table few basic parameters such as the minimum value, the maximum value, and the number of steps. With only few parameters, the tables can be constructed easily and customized for each specific XR application.
[bookmark: _Toc118442804][bookmark: _Toc127511705]New BS tables are configurable and built based on NW configuration. 

Triggering of BSR
Another aspect to discuss is the inter-operation between legacy BSRs and the new BSR reporting. While these are aspects to be discussed during the Work Item phase, we think that the inter-operation between these 2 BSRs is simple. If the UE is configured with additional tables, the UE always would use the table which will provide a most accurate buffer status information and uses the associated BSR format.
At this stage, if it not foreseen that new triggering mechanisms are needed. The same mechanisms as for legacy BSR triggering are considered sufficient to meet the QoS requirements as notifying NW about buffer changes is the most critical when data arrives in an empty buffer, i.e. when there are no ongoing data transmissions. XR traffic with high periodicity of data may still benefit from frequent BSR transmissions but this can be accommodated by configuration of frequent periodic BSR. Nonetheless, this topic can also be reviewed during the Stage 3 given a new BSR is introduced. 
[bookmark: _Toc118442808][bookmark: _Toc127511706]Current BSR triggering conditions are the baseline conditions for any new BSR. Further conditions can be discussed in Stage 3.  
New BSR formats
In RAN2#119-bis-e concerns about what BSR formats should be used were raised. Some companies claimed that only long BSR formats would be relevant as the tables would need to be large. However, this is not true since a dynamically created table specifically constructed for the traffic in hand could potentially be sufficient even with a short table. Avoiding BSR overhead by utilizing short BSR may still be relevant, especially since frequent BSR transmission may be beneficial (see 2.3 for triggering discussions). Further on, as is explained in this paper there are other pieces of information, e.g. delay information and PDU Set information, that may need to be fit in the BSR to cope with the needs of XR. Having buffer information for a whole logical channel group is not efficient any longer. However, having buffer and delay information per PDU set within a logical channel ID could be much more effective from a capacity point of view, so the NW can allocate resources accurately when taking into account the delay for the given PDU set. This would require new BSR formats to be introduced which should be decoupled to existing formats, e.g. short and long BSR formats.
[bookmark: _Toc118442809][bookmark: _Toc127511707]New BSR format(s) are created.
[bookmark: _Toc127511708]BSR format should include the BS table index, buffer status per PDU set, and delay information per PDU

2.2 Delay reporting of buffered data in uplink
In general, buffer or delay information are related to a PDU set. The buffer size could belong to 1 or more PDU sets, for example. Indicating the buffer size for each of the PDU sets potentially with its delay information is more useful for the scheduler, as it allows the scheduler to decide on the resources based on the packets which need to be transmitted within the PDB, considering the provided delay information. 
It has been demonstrated that more accurate buffer information can increase capacity even using a simple round robin scheduler. However, more gains can be achieved with more advanced scheduling algorithms which could, for example, use time information. Figure 3 shows that another 10% capacity gains are achievable when delay information for the PDU Set is known by the network. In this example, delay information is the time left until exceeding the PDB for the application packets in the UE buffer, and a delay-aware scheduling algorithm (Least Slack Time) is used. Delay information can be defined in multiple ways; however, it should be defined in a way that is useful for the scheduler. The PDB of the PDU set is not enough since it only points out the “latency left” when the PDU Set is first generated, and it does not take into account the queued/buffered time. Further, it cannot be assumed that PDU sets are always generated in the same instant at the UE. Different devices will have different processing capabilities. Thus, it cannot be assumed all encoders will work the same and all devices will have the same capabilities. Applications contribute to the total jitter and IP packets within a PDU Set may arrive at the UE buffer at different time instances. 
Delay information should, therefore, be the “latency left” i.e. the PDB of the PDU set minus the queued/buffered time, or it can also be defined as the “queued/buffered time”. This information is the most relevant timing information for the NW as it can be used directly in the scheduler to take next scheduling decisions for the PDU set. 
[bookmark: _Toc118442806][bookmark: _Toc127511709]Timing information is defined as the “latency left”, i.e. PDB of the PDU Set minus queued/buffered time, or the queued/buffered time of the PDU set.
[image: ]
[bookmark: _Ref111019127]Figure 3. Capacity improvement when delay information is included in BSR and used by a Least Slack Time scheduler. Note that BSR granularity enhancements are not considered in these results.

Timing information could potentially need many bits. Therefore, RAN2 should study mechanisms to provide a fair latency left estimation using the minimum number of bits. The network may not need differentiate the latency left for all PDUs. Thus, it could potentially group them. Similar as for the buffer status, delay information can be quantified. A similar approach as the BS tables can be followed here. Considering the packet delay budgets for XR as well as the TDD patters, only few buckets may be needed. Yet, as for the BS tables, these delay information tables can be built based on RRC configuration. As an example, the NW could provide the steps, 4 steps, and the min and max value, min=0 max=15. A table as shown below could be built by the UE.

[image: ]

This way to build tables allows more flexibility for the network and it allows to be adapted to the specific requirements of each XR application and their corresponding flows. 
[bookmark: _Toc118442807][bookmark: _Toc127511710]The BSR quantifies the “latency left” for PDUs, and the BSR includes the index to the latency left bucket index. 
[bookmark: _Toc127511711]New timing information tables are configurable and built based on NW configuration. 

2.3 Provision of XR traffic assistance information for DL and UL
In this section we discuss useful XR traffic assistance information for DL and UL and how this information can be provisioned. We focus on the traffic periodicity. Note that in Section 2.2 we discussed provisioning of other information, namely delay reporting in the UL. 
The periodicity and periodicity changes of DL and UL traffic flows can be used to configure, e.g., the DRX power saving mechanism based on DL traffic periodicities, and CG based on UL traffic periodicities (for flows with small data sizes like pose). 
SA2 has made the following interim conclusion in [2], on providing the traffic periodicity for both DL and UL traffic flows:
	The following information, to be provided to the NG-RAN at PDU Session Establishment/Modification via an NGAP Message, is taken as baseline for normative work:
-	Periodicity for UL and DL traffic of the QoS Flow. In addition to integer periodicity values, non-integer values associated to, e.g. 15 FPS, 30 FPS, 45FPS, 60 FPS, 72 FPS, 90FPS, 120FPS, shall be supported. Such information shall be exchanged by re-using/extending the TSCAI/TSCAC definitions in clause 5.27.2.1 of TS 23.501 [2].
NOTE 1: 	The above information can be provided to the 5GC by the AF via an NEF API. The 5GC can further derive, or be configured, with such information.



Thus, the periodicity will be provided from 5GC to RAN via NGAP messages, which require rather slow and heavy control plane signalling. In case of periodicity changes in the ongoing traffic (due to, e.g., application rate adaptation), it would take some time to signal the new periodicity value to the RAN. Thus, scheduling and power saving features in RAN may operate with unsuitable parameter values until the new periodicity reaches the RAN. 
In the DL, changes in periodicity could be signalled from the CN to the RAN through the user plane, in a similar way as SA2 has agreed in [2] for the PDU Set Sequence Number, End PDU of the PDU Set, PDU SN within a PDU Set, and PDU Set Size in bytes. In the UL, the RAN can be informed about periodicity changes via, e.g., RRC signalling or MAC CE. 
1. [bookmark: _Toc127511700]DL traffic periodicity can be signalled from CN to RAN through the user plane.
[bookmark: _Toc127511712]Signal UL traffic periodicity from UE to RAN.

2.4 Discard operation of PDU Sets
We discuss discarding of PDU Sets in detail in our contribution [3]. 


[bookmark: _Toc70424553][bookmark: _Ref189046994]3 Conclusion
In the previous sections we made the following observations: 
Observation 1	Pre-defined tables are poor solutions to handle the multiple variations of XR applications
Observation 2	DL traffic periodicity can be signalled from CN to RAN through the user plane.

Based on the discussion in the previous sections we propose the following:
Proposal 1	New BS tables are configurable and built based on NW configuration.
Proposal 2	Current BSR triggering conditions are the baseline conditions for any new BSR. Further conditions can be discussed in Stage 3.
Proposal 3	New BSR format(s) are created.
Proposal 4	BSR format should include the BS table index, buffer status per PDU set, and delay information per PDU
Proposal 5	Timing information is defined as the “latency left”, i.e. PDB of the PDU Set minus queued/buffered time, or the queued/buffered time of the PDU set.
Proposal 6	The BSR quantifies the “latency left” for PDUs, and the BSR includes the index to the latency left bucket index.
Proposal 7	New timing information tables are configurable and built based on NW configuration.
Proposal 8	Signal UL traffic periodicity from UE to RAN.
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