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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1], with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in [1, 2] relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
1. Characterize the defining stages of AI/ML related algorithms and associated complexity:
1. Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
1. Inference operation, e.g., input/output, pre-/post-process, as applicable
1. Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
2. No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
2. Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
1. Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
1. Dataset(s) for training, validation, testing, and inference 
1. Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
1. Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

The SI further defines responsibility for different WGs for accessing potential specification impacts [1, 2], whereas the RAN2 study access protocols aspects of the potential specification impacts, as mentioned below:
1. Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
7. Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
0.  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
0. Collaboration level-specific specification impact per use case 

In this contribution, we present our view on the use case-specific impact on the RAN2 study.  
1. Discussion
The SID for AI/ML for air interface [1, 2] captures the following use cases,
1. The initial set of use cases includes: 
9. CSI feedback enhancement, e.g., overhead reduction, improved accuracy, and prediction [RAN1]
9. Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
9. Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
1. Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
10. The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
    
Let us consider individual use cases and their relevant agreements in the RAN1 as the starting point for the RAN2 discussion.
2.1 Functional blocks of the general AI/ML framework
In our understanding, the general AI/ML framework should consist of the following functional blocks,
· Data Collection: A functional block that is responsible for the collection of the measurements/data for various purposes of life cycle management (LCM). 
· Model Training: A functional block that is responsible for performing model training (including model training, validation, and testing). 
· Model Management: A functional block that is responsible for performing model management. This function block handles model monitoring, selection, activation, deactivation, switching, fallback, etc.
· Model Inference: A functional block that is responsible for performing model inference. This functional block performs inference based on inference data. 
· Model Storage: This functional block stores the model after model training/update is performed. During the model deployment, the model may be compiled, optimized, and converted to an appropriate format for the target device.  
                           [image: ] 
Fig. 1: Functional framework 
Proposal 1: RAN2 should consider the general AI/ML functional framework in Fig. 1 as the baseline. 

Proposal 2: The general AI/ML framework should consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.  
2.1.1 Mapping of functional blocks to network entities per use case
Note that in the general AI/ML functional framework in Fig. 1, functional blocks can be mapped to different entities. These entities may lie within the 3GPP network or outside the 3GPP network. Furthermore, note that these functional blocks may be mapped to one or more entities (e.g., UE, OTT Server, Application Service Providers (ASPs), gNB, Core Network, etc.).

Proposal 3: The mapping of the functional blocks to the network entities (within the 3GPP network and outside the 3GPP network) should be discussed per use case. 

Proposal 4: For different use cases, different functional blocks may be mapped to one or more entities (e.g., UE, OTT Server, Application Service Providers (ASPs), gNB, Core Network, etc.).  
2.2 Other use case-specific aspects
2.2.1 CSF feedback enhancements 
2.2.1.1  Two-sided model training for CSF feedback
Note that RAN1 work has been primarily focused on the evaluation of the AI/ML based CSI feedback enhancements. There are quite a few agreements are made on the topic that might be relevant for RAN2 discussion. For the CSI compression using the two-side models use case, RAN1 has defined the following model training collaborations [4],
1. Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
1. Type 2: Joint training of the two-sided model at the network side and UE side, respectively.
1. Type 3: Separate training at the network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by the UE side and network side, respectively.

Note that RAN1 is still evaluating the pros and cons of different training methods for the two-sided model. The initial focus seems to be various flavors of offline training, which may not have any specification impact.

Observation 1: RAN1 is still evaluating the motivation, pros, and cons of different training methods for the two-sided model. 

Observation 2: The initial focus seems to be various flavors of offline training, which may not have any RAN2 specification impact.
2.2.2 Beam Management  
2.2.2.1	Model monitoring, and model selection, activation, deactivation, switching, and fallback 
From the RAN1#109-e [4] and RAN1#110 meeting reports, we can observe that most of the RAN1 agreements are made for the evaluation of the use case. In the RAN1#110bis-meeting [5], RAN1 made the following agreements on model monitoring, model selection, activation, deactivation, switching, and fallback operations, 
 
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

From the above agreements note that we can observe that RAN1 is still evaluating different methods for model monitoring and model selection/activation/ deactivation/switching/ fallback operation.

Observation 3: RAN1 is still evaluating different alternatives for model management and the corresponding model selection/activation/ deactivation/switching/ fallback operations.

Proposal 5: RAN2 should wait for RAN1 to make further progress on model management and the corresponding model selection/activation/ deactivation/switching/ fallback operations.
2.2.3 Positioning accuracy enhancements
From the RAN1#109-e [4] and RAN1#110 meeting reports, we can observe that similar situations exist for positioning accuracy enhancements, i.e., it is not quite clear from the agreement what use-case specific procedures, protocols, or signaling enhancements are required for the positioning accuracy use case. 

Observation 4: It is not quite clear what use case specific procedures, protocols, or signaling enhancements are required for AI/ML based positioning.  

Proposal 6: RAN2 should wait for RAN1 to make further progress on positioning accuracy use case before start evaluating the use case specific procedures, protocols, or signaling requirements.  
1. Conclusion 
Proposal 1: RAN2 should consider the general AI/ML functional framework in Fig. 1 as the baseline. 

Proposal 2: The general AI/ML framework should consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (V) Model Storage.  

Proposal 3: The mapping of the functional blocks to the network entities (within the 3GPP network and outside the 3GPP network) should be discussed per use case. 

Proposal 4: For different use cases, different functional blocks may be mapped to one or more entities (e.g., UE, OTT Server, Application Service Providers (ASPs), gNB, Core Network, etc.).  

Observation 1: RAN1 is still evaluating the motivation, pros, and cons of different training methods for the two-sided model. 

Observation 2: The initial focus seems to be various flavors of offline training, which may not have any RAN2 specification impact.

Observation 3: RAN1 is still evaluating different alternatives for model management and the corresponding model selection/activation/ deactivation/switching/ fallback operations.

Proposal 5: RAN2 should wait for RAN1 to make further progress on model management and the corresponding model selection/activation/ deactivation/switching/ fallback operations.

Observation 4: It is not quite clear what use case specific procedures, protocols, or signaling enhancements are required for AI/ML based positioning.  

Proposal 6: RAN2 should wait for RAN1 to make further progress on positioning accuracy use case before start evaluating the use case specific procedures, protocols, or signaling requirements.  
1. Reference
1. RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface,” 3GPP RAN Plenary
1. RP-221348, “Revised SID: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface,” 3GPP RAN Plenary
1. RAN1#109-emeeting report
1. RAN1#110 meeting report
1. RAN1#110-bis meeting report
1. R2-22xxxxx, “Discussion on AI/ML methods”

image1.png
raining deta
deploymentjupdate

monitoring deta

inference
control

model transer/delivery




