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1	Introduction
In the last RAN2#120 meeting, the following agreements have been reached during the discussions within the mobile IAB WI:
RAN2 assumes that PCI collision can be avoided, by reconfigurations, and this may be handled by RAN3. If RAN3 finds issues that RAN2 should work on then RAN2 can work. e.g. based on LS.
RAN2 understands that RACH interference and collisions may be avoided by RACH configuration, and RACH configurations can e.g. be exchanged by Xn, so RACH interference and collisions better be handled between RAN3 and RAN1, if needed.

Further SA2 has also sent a reply LS that needs RAN2 attention in S2-2211437, in particular for the handling of TAC/RANAC for a mobile IAB:
	-	For point#2 (regarding KI#3), SA2 has concluded the study from SA2 perspective (as in clause 8.3 of TR 23.700-05v1.2.0). Corresponding system impacts of supporting dynamic TAC or static TAC were documented in clause 6.16.4 and 6.17.4. SA2 will align the normative specification of the work item based on RAN 2/3 feedback. 



Also, a further topic that is mentioned by the LS reply from SA2 is that a new CAG function will be specified for mobile IAB. This is something that RAN2 and RAN3 should also take into account.
Additionally, SA2 would like to further inform that SA2 has reached conclusions for KI#7 in SA2 study related to control of UE access to MBSR using CAG function. See more detailed text in clause 8.7 of the latest TR 23.700-05v1.2.0.
This contribution is to discuss the reply LS from SA2 regarding the handling of TAC/RANAC and also to provide further clarification on the migration aspects of a mobile IAB.
[bookmark: _Ref178064866]2	Discussion
2.1	Handling of TAC/RANAC for a mobile IAB
Tracking Area (TA) code and RAN Area code are designed in a way to also manage paging in efficient way. If TA is large, the CN has to send paging to a large area which could comprise several gNBs. Having a large TA on the other hand reduces the amount of TA updates that a UE may have to perform.
As mobile IAB is moving like a regular UE, it may move to a new TA. The question in this case is whether the cells belonging to a mobile IAB DU mirror the new TAC (i.e., change TAC) that mobile-IAB MT registers to or continue keeping the same TAC (i.e., dedicated TAC). 
From our point of view, we prefer to update the TAC to reflect the new area so that AMF can easily reach/page the UEs served by mobile IAB node. If that is not the case and mobile IAB has the static TAC, then AMF must figure out by some other means where the mobile IAB is and its UEs are currently. The new signalling indication to AMF during NAS registration may need to include parent IAB cell ID etc. But we consider changing the TAC is more logical.
About this topic, RAN3 had already a discussion in the last RAN3#118 meeting and the following agreements have been reached:
Static TAC solution is not pursued. 
RAN3 assumes that dynamic TAC solution should be supported. 
RAN3 to continue discussions on impacts (if any) of dynamic TAC solutions on RAN3 specs 
Send an LS to RAN2 (include SA2 in To) informing RAN2 of the decisions taken by RAN3
Therefore, RAN3 has already agreed to support dynamic TAC/RANAC for a mobile IAB. Now the question is whether this agreement has any RAN2 impact. 
If we use the legacy signalling that is in place for a normal UE, a mobile IAB-MT can acquire the SIBs from its serving cell and extract the TAC, RAN Area Code and informing these to the mobile IAB-DU. The mobile IAB-DU can verify/check if there is change in TAC or RAN Area code. If there is any change, the SIB content of mobile IAB-DU cells can be populated/updated with the new values. 
[bookmark: _Toc127460422]Mobile-IAB cells (i.e., mIAB-DU) mirror the same TAC/RANAC that mobile-IAB-MT selects.
2.2	New CAG function for mobile IAB
According to the reply LS received by SA2, a new CAG function specifically for mobile IAB will be specified in Rel-18. According to this, RAN2 need to take this information into account and evaluate the impact that this new feature will have. According to the conclusion reached in TR 23.700-05 clause 8.7 the following principle will apply:
	- 	CAG Identifier is used to control the access of UE via MBSR (i.e. mobile IAB-node) and existing CAG mechanism defined in clause 5.30.3 of TS 23.501 [2] can be used for managing UE's access to MBSR.
-	When the MBSR is allowed to be operated as an IAB node for a PLMN, the MBSR is configured, either during the communication with the serving PLMN OAM or pre-configured, with CAG identifier which is unique within the scope of this PLMN. If the MBSR is pre-configured with the PLMN list in which the MBSR is allowed to operate as an IAB node, the corresponding CAG Identifier per PLMN is also configured in the MBSR.
-	RAN and CN supports the UE access control based on the CAG identifier associated with the cell and the allowed CAG identifiers for the UE that supports CAG functionality.
-	For the UE that does not support CAG functionality, RAN and CN are allowed to use not only CAG mechanism but also the other existing mechanism e.g. forbidden Tracking Area.
NOTE 1:	If CAG ID associated with MBSR and CAG ID associated with private network, both are broadcasted how to apply access control will be determined during normative phase.
- 	Extra information (e.g. time duration and location information) may be deployed together with the CAG Identifier for MBSR that UE can access. The enhanced Allowed CAG list will be provided to UE and AMF for enforcement to make sure UE not accessing the MBSR cell outside of the time duration or geographic area, e.g. if the time when a certain CAG is allowed for a UE is up or UE is out of the geographic area, the CAG for the UE is revoked from the network as per TS 23.501 [2]. In normative phase it will be also considered whether a more energy efficient approach based on time and location based information can be pursued.
-	Extra information may also be provided with allowed CAG ID list by AMF to the UE for IDLE mode cell access control, e.g. cell (re)selection.
-	The AMF may verify whether UE access via MBSR is allowed by CAG Identifier and corresponding Extra information.
NOTE 2:	Whether this Extra information needs to be provided to NG-RAN, e.g. to allow access control for transition from RRC Inactive to RRC Connected state and/or to determine the cells where paging will be performed (as described in clause 4.2.3.3 of TS 23.502 [5]) will be coordinated with RAN WGs in normative phase.
NOTE 3:	Control of the MBSR access to the serving network is based on normal mobility restriction management based on subscription data form MBSR (i.e. IAB-UE).



However, since the SA2 normative work has not started yet, is it too premature to understand what the impact on RAN2 of this new feature will be. Therefore, RAN2 should wait for SA2 progress before taking any decision:
[bookmark: _Toc127460423]RAN2 to wait SA2 progresses about the new CAG functionality for mobile IAB.
2.3	Migration aspects
The main task for the Rel-18 IAB WI is to specify the procedure for enabling IAB-node mobility. The Rel-17 specifications support partial migration of IAB-nodes, where the IAB-MT of an IAB-node is handed over between two donor CUs, while the F1 traffic traversing/terminated at the co-located IAB-DU is redirected to traverse the donor DU serving the IAB-MT after the IAB-MT handover (HO). The termination points of the F1 traffic traversing/terminated at the co-located IAB-DU remain unchanged.
During Rel-17 IAB, full inter-donor migration of an IAB-node was discussed, but not specified. During RAN Plenary discussions, several companies expressed the intention to propose full migration as the baseline for mIAB mobility support. 
One prominent use case for mIAB is an urban scenario where mIAB-nodes are mounted onboard vehicles. Cells in urban scenarios are typically small, where mobility implies frequent HOs (of the mIAB-MT). Always applying the full migration in the form that was discussed in Rel-17 means that both the mIAB-MT and mIAB-DU HOs would have to be executed both together and therefore frequently. This would imply complex reconfigurations, with a significant impact on the connected UEs, due to the change of the serving donor CU and, likely, the CGI. 

[bookmark: _Toc127460417]Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs, would imply frequent and complex reconfigurations with a significant impact on the connected UEs due to the change of the serving donor CU. 
Besides the inherent complexity and processing load, an additional risk of joint HO of mIAB-MT and mIAB-DU is that the mIAB may stay under one donor for just a little while causing a subsequent HO of the mIAB-MT before the completion of the mIAB-DU HO. This is a likely scenario in a small cell environment, typical for urban scenarios. If this happens, two alternatives are possible. Either the mIAB-MT HO is delayed until completion of the mIAB-DU migration, with the risk of increased mIAB-MT HO failure due to slow HO execution, or this (subsequent) mIAB-MT HO is executed before the mIAB-DU migration is completed, increasing the risk of errors due to unsynchronized state of mIAB-DU’s F1 connection, neither of which is good. 

[bookmark: _Toc127460418]Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs may lead to slowing down of mIAB-MT handover (and a possible failure), or to an unsynchronized state of mIAB-DU’s F1 connection.
Finally, joint mIAB-MT HO and mIAB-DU migration may fail in case the mIAB-MT is successfully handed over, but it turns out that the F1-terminating target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency). 

[bookmark: _Toc127460419]A joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency). 
Due to the above, we think that a solution that support the decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits in terms of e.g., reliable service, guaranteed HO to mitigate the mentioned issues. Here, the decoupling means that it should be possible to execute mIAB-MT and mIAB-DU HOs independently of each other, meaning that, at any time, the mIAB-MT could be served by a donor CU different than the donor CU serving the mIAB-DU. 
[bookmark: _Toc127460420]Decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate connectivity interruptions and handover failure. 
[bookmark: _Toc127460421]It could be advantageous to offer the hosting of a mobile IAB-DU to a dedicated CU that would always anchor/terminate the F1 connection.
However, since such a discussion rather falls into the domain of RAN3, in order for RAN2 to make progresses, we should first wait for RAN3 to agree on architecture/migration features before we discuss further migration procedures in RAN2. Thus, we propose:
[bookmark: _Toc127460424]RAN2 to wait for RAN3 to progress on architecture/migration updates.

3	Conclusion
In the previous sections we made the following observations: 
Observation 1	Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs, would imply frequent and complex reconfigurations with a significant impact on the connected UEs due to the change of the serving donor CU.
Observation 2	Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs may lead to slowing down of mIAB-MT handover (and a possible failure), or to an unsynchronized state of mIAB-DU’s F1 connection.
Observation 3	A joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency).
Observation 4	Decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate connectivity interruptions and handover failure.
Observation 5	It could be advantageous to offer the hosting of a mobile IAB-DU to a dedicated CU that would always anchor/terminate the F1 connection.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Mobile-IAB cells (i.e., mIAB-DU) mirror the same TAC/RANAC that mobile-IAB-MT selects.
Proposal 2	RAN2 to wait SA2 progresses about the new CAG functionality for mobile IAB.
Proposal 3	RAN2 to wait for RAN3 to progress on architecture/migration updates.
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