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1 Introduction
In pervious RAN1 meeting, the AI/ML for positioning accuracy enhancement was studied. In this contribution, we will discuss the high pricipal for the AI/ML based positioning according to the agreements made by RAN1 and provide our initial suggestions.
2 Discussion
2.1 AI/ML model deployment
In RAN1#110bis meeting, it was agreed to study the following cases for AI based positioning [1]:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Therefore, for AI/ML based positioning, the AI/ML model could be deployed at UE, gNB or LMF. The signalling procedures are different when AI/ML model is deployed at different entity, we suggest to confirm this before discussing the detailed signalling procedures.

Proposal 1: We suggest RAN2 confirm that AI/ML model for positioning can be deployed at UE, gNB and LMF.
2.2 AI/ML model training

Considering that AI/ML model can be deployed at UE, gNB and LMF, it could be assume that UE, gNB and LMF can perform the AI model training as well. However, UE capability is limited and the UE may be not able to perform the AI/ML model training, we suggest study the AI model training at LMF and gNB with high priority.
Proposal 2: We suggest RAN2 study the AI/ML model training at LMF and gNB with high priority in Rel-18.
2.3 AI/ML model transfer/delivery
In the post meeting email discussion, some solutions are proposed for AI/ML model transfer as follows [1]:

Option 3-CP solution is feasible for AI/ML based positioning, and option 3-UP solution could be considered in the later if SA2 makes the related conclusion. If AI/ML model is deployed at gNB, we also think the LMF can transfer/delivery AI/ML model to the gNB via NRPPa signalling, the detailed signalling procedures is up to RAN3.
Proposal 3: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

Proposal 4：LMF can transfer/deliver AI/ML model(s) to gNB via NRPPa signalling and the detailed signalling is up to RAN3.

2.4 LCM of AI/ML model 
In current LCS architecture, LMF is responsible for location management such as determining positioning method, PRS/SRS configuration request, SRS activation/deactivation request and positioning measurement or UE location request. For AI/ML based positioning, a straightforward way is that LMF is responsible for LCM of AI/ML model when the AI/ML model is deployed at UE and gNB.
Proposal 5: The LMF is responsible for LCM of AI/ML model when the AI/ML model is deployed at UE and gNB.

If the LMF is responsible for LCM of AI/ML model, such as Model configuration/ model activation/deactivation/ model update, the LPP and NRPPa message could be considered for LMF performing LCM of AI/ML model.
Proposal 6:  LPP and NRPPa message could be enhanced for LMF performing LCM of AL/ML model, which includes AI/ML model configuration/ model activation/deactivation/ model update.
2.5 AI/ML model performance monitoring 

In the previous meeting, RAN1 agreed that both input and output can be used for AI/ML model performance monitoring. When the AI/ML model is deployed at different entities, the entity which is responsible for AI/ML performance monitoring is different. There are options for AI/ML model performance monitoring.
· Based on input
· UE, gNB or LMF monitors the performance when the model is at LMF
· UE monitors the performance when the model is at UE
· gNB monitors the performance when the model is at gNB
· Based on output
· The LMF monitors the performance when the model is at LMF
· UE and/or LMF monitors the performance when the model is at UE
· gNB and/or LMF monitors the performance when the model is at gNB
In our understanding, if the AI/ML model performance monitoring is based on output, at least LMF can monitor the AI/ML model performance when the AI/ML model is deployed at UE, gNB and LMF. If the AI/ML model performance monitoring is based on input, the entity which deploys AI/ML model is responsible for performance monitoring,
Proposal 7: If AI/ML model performance monitoring based on input, the entity which deploys AI/ML model is responsible for performance monitoring, if AI/ML model performance monitoring based on output, at least LMF can be responsible for performance monitoring.
3 Conclusions 
In this contribution, we have discussed the high principal for AI based positioning and provide the following proposals:
Proposal 1: We suggest RAN2 confirm that AI/ML model for positioning can be deployed at UE, gNB and LMF.
Proposal 2: We suggest RAN2 study the AI/ML model training at LMF and gNB with high priority in Rel-18.
Proposal 3: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Proposal 4：LMF can transfer/deliver AI/ML model(s) to gNB via NRPPa signalling and the detailed signalling is up to RAN3.
Proposal 5: The LMF is responsible for LCM of AI/ML model when the AI/ML model is deployed at UE and gNB.
Proposal 6:  LPP and NRPPa message could be enhanced for LMF performing LCM of AL/ML model, which includes AI/ML model configuration/ model activation/deactivation/ model update.
Proposal 7: If AI/ML model performance monitoring based on input, the entity which deploys AI/ML model is responsible for performance monitoring, if AI/ML model performance monitoring based on output, at least LMF can be responsible for performance monitoring. 
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Option 1 – CP solution (Solution 1a) that gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.


Option 2 – CP solution (Solution 2a) that CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.


Option 3 – CP solution (Solution 3a) that LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.


Option 1 – UP solution (Solution 1b) that gNB can transfer/deliver AI/ML model(s) to UE via UP data. One solution direction is a new UP terminated at gNB, which may mean gNB can transfer/deliver AI/ML model(s) to UE via data radio bearer


Option 2 – UP solution (Solution 2b) that CN can transfer/deliver AI/ML model(s) to UE via UP data.


Option 3 – UP solution (Solution 3b) that LMF can transfer/deliver AI/ML model(s) to UE via UP data.


Option 4 (Solution 4) – Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
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