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1		Introduction
In this paper, we discuss granularity of delay information and discuss what delay information should be reported and what should not be reported in order to reduce unnecessary signalling overhead. 
For BSR enhancement, we propose flexible BS field to support finer granularity and also propose allowing UE to use one padding byte to report buffer status.    
2		Delay Information
One of the open issues for delay information is the granularity of delay information. For example, UE can report delay information for each PDU, PDU set, or data burst, etc. Different granularity incur different overhead but provide different details of the delay information and data volume information. 
For per-PDU report, UE reports delay information for a PDU. Per-PDU report could be excluded because it causes much overhead and transmits redundant delay information. In the same PDU set, PDUs are supposed to have the same delivery deadline. Their delay information is supposed to be the same.   
The purpose of supporting per-PDU-set report may be to support per-PDU-set scheduling. But if there is quantization error in data volume report for a PDU set, gNB may not know exact size of a PDU set. Hence gNB may not be able to schedule per-PDU-set uplink transmission.    
[bookmark: _GoBack]For per-data-burst report, UE reports only one delay information for a data burst. The purpose may be to support per-data-burst scheduling. Similar to per-PDU-set report, if there is quantization error in data volume report, gNB may not know the exact size of the data burst. 
For per-logical-channel report, UE reports only one delay information for a logical channel. For example, UE can report the delay information of the PDU (or PDU set) with shortest remaining time. With the shortest remaining time, gNB can prioritize uplink transmission among UEs. 
In per-LCG report, UE reports only one delay information for a LCG. For example, UE can report the delay information of the PDU (or PDU set) that is most urgent to transmit in a LCG. If there is only one logical channel in a LCG, per-LCG report is the same as per-logical-channel report. 


Proposal 1: RAN2 to discuss the granularity of delay information.   
In RAN2 #120, RAN2 agreed to introduce data volume information associated with delay information. And it is FFS how to do that (e.g. what exactly is reported). 
Data volume report is closely related to delay information report. If per-PDU-set delay information report is agreed, we think UE should report data volume on a per-PDU-set basis. Similarly, if per-LgCH delay information report is agreed, UE should report the sum of the sizes of urgent PDUs for the logical channel. 
Proposal 2: Data volume report and delay information report should have the same granularity.   
An issue related to delay information is signalling overhead. We think UE does not need to report delay information for all data in buffer. For example, there is no need to report delay information for new arriving data or data that is not urgent to transmit. 
The urgency can be defined in terms of remaining time or queueing delay. If the remaining time of data is shorter than a threshold, it is urgent to notify the gNB to schedule an uplink transmission for the UE.
We also think there is no need to transmit delay information for data whose deadline will be due before UE receives a grant to transmit the data. 
There is time delay after UE transmits delay information of data and receives an uplink grant to transmit the data. If delivery deadline of data is due during this period, there is no need to transmit the delay information of the data because the data will be discarded before UE uses the grant to transmit a uplink transmission.     


 
Proposal 3: RAN2 to discuss what delay information should be reported and what should not be reported in order to reduce unnecessary signalling overhead.
In SI phase, RAN2 agreed that delay information consists of at least the remaining time but the definition of the remaining time has not been discussed. 
When gNB receives the remaining time, gNB is supposed to know the corresponding deadline and uses deadline from different UEs to schedule uplink transmission. If the definition of reaming time is not specified, gNB may not be able to know delivery deadline from remaining time.
Proposal 4: RAN2 to discuss the definition of remaining time to be reported.    
3		BSR Enhancement
In the current specs, UE does not report actual buffer size to gNB but reports an index associated with the buffer size. The maximum buffer size associated with an index is given in buffer size table in table 1. When gNB receives a BSR, since gNB does not know the actual buffer size but the maximum possible buffer size, gNB may allocate too many resources to UEs. 
For example, if the actual buffer size is 5000 bytes, UE may report an index 20 from table 1. The maximum buffer size associated with the index 20 is 5446 bytes. If gNB allocates resources to transmit 5446 bytes, 446 bytes could turn out to be padding bytes. That waste could be more severe in the case that UE reports a large buffer size to gNB since the step size grows exponentially. 
Table 1: The buffer size table for 5-bit Buffer Size field. 
[image: ]
For XR applications, UE may report a large buffer size due to video or audio traffic. To prevent waste of resources, the number of code points for buffer sizes could be increased to provide finer granularity. 
In the current specs, the buffer size (BS) field is 5 bits or 8 bits that provide 32 and 256 code points, respectively. It is beneficial to support a larger BS field (i.e. > 8 bits). However, if we follow the same way (i.e. fixed BS field size) to support large BS field, it may end up high signalling overhead for logical channels with a small buffer size or a small data rate. Therefore, it is beneficial to support different sizes of BS field for UE to choose to report buffer status. 
For example, in the same BSR MAC CE, UE can use 8-bits BS field to report buffer status for a LCG and use 16-bits BS field to report buffer status for another LCG. 
Proposal 5: Support flexible BS field to provide finer granularity.  
In the current specs, if there are two or more padding bytes, UE may add a padding BSR at the end of a MAC PDU. One of the padding bytes is used to carry a MAC subheader and the other padding bytes convey a BSR MAC CE. 
Since BSR will not be triggered when new data arrive at non-empty buffer, padding BSR seems to be an economic way to refresh UE’s buffer status for gNB. If gNB has newer buffer status information, it can allocate resources more accurately, which can shorten queueing delay at UE side and improve XR capacity. 
In the case that there is only one padding byte, it is also beneficial to transmit a short BSR to gNB. That increases the chance to refresh UE’s buffer status.
Proposal 6: If there is only one padding byte, UE can report a short padding BSR to gNB.
4		Conclusions
In conclusion, we have the following proposals: 
Proposal 1: RAN2 to discuss the granularity of delay information.   
Proposal 2: Data volume report and delay information report should have the same granularity.   
Proposal 3: RAN2 to discuss what delay information should be reported and what should not be reported in order to reduce unnecessary signalling overhead.
Proposal 4: RAN2 to discuss the definition of remaining time to be reported.    
Proposal 5: Support flexible BS field to provide finer granularity.  
Proposal 6: If there is only one padding byte, UE can report a short padding BSR to gNB.


3
image2.emf
t

Uplink transmission 

of delay information 

of data 

Delivery deadline

of other data whose 

delay informaiton 

should not be reported

Uplink transmission 

of the data 

Uplink Grant

Fig. 2: Urgent and non-urgent zones.
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Fig. 1: Granularity of delay information report.
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