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1. [bookmark: _Toc18403966][bookmark: _Toc18413600][bookmark: _Toc18404533]Introduction
During the XR study item it was agreed to introduce PDU Set and data burst end indication, but there are some FFSs to be studied. In this contribution, we will study the following issues that are pending[1]:  
· Whether jitter is applicable to XR traffic in UL
· How to use the PDU set information in RAN.
2. Whether jitter is applicable to XR traffic in UL
During the XR study item, the following agreement is agreed by SA2[2].
	The following information, to be provided to the NG-RAN at PDU Session Establishment/Modification via an NGAP Message, is taken as baseline for normative work:
-	Periodicity for UL and DL traffic of the QoS Flow. In addition to integer periodicity values, non-integer values associated to, e.g. 15 FPS, 30 FPS, 45FPS, 60 FPS, 72 FPS, 90FPS, 120FPS, shall be supported. Such information shall be exchanged by re-using/extending the TSCAI/TSCAC definitions in clause 5.27.2.1 of TS 23.501 [2].
NOTE 1: 	The above information can be provided to the 5GC by the AF via an NEF API. The 5GC can further derive, or be configured, with such information.
-	Traffic jitter information (e.g. jitter range) associated with each periodicity. The SMF requests the UPF to derive jitter (i.e. N6 jitter) for a given periodicity. 5GC derives jitter information accordingly and forwards it to the RAN along with periodicity.
NOTE 2: 	How the UPF derives the jitter is left for implementation. How the SMF obtains and provides the jitter information will be defined in the normative phase.


Although it is described that the jitter includes N6 jitter, the N6 jitter includes the N6 delivery jitter and jitter produced by the application layer. The N6 delivery jitter does not impact UL, but the jitter produced by the application layer exists in UL.
Furthermore, even if the XR traffic is perfectly periodic, there could be more than one types of UL traffic with different inherent periodicities (e.g. multiplexed voice and video). The different periodicities in UL data also manifest as jitter since the arrival time of the packet will vary. In addition, a further problem with XR traffic is that the packet sizes vary a lot as shown in Figure 1. 
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[bookmark: _Ref115174026]Figure 1: Packet size distribution in XR traffic
Based on the above, it can be observed there is a variance in UL traffic arrival time even with periodic traffic in UL. 

Observation 1: The jitter produced by the application layer exists in UL either due to inherent jitter in the generally periodic UL traffic or due to existence of multiple inherent periodicities within the UL traffic.

The UL jitter impacts the UL resource configuration (e.g. CG resource) and UE power saving techniques (e.g. PDCCH monitoring occasion), it is beneficial for resource efficiency improvement and UE power saving.
As can be seen, different types of traffic frames may have different periodicities within the XR traffic and different frames will also have different sizes. CG is very much suitable for handling periodic traffic of a known size. Further, it is also possible to handle multiple periodicities within the traffic using multiple CG grants. 
Proposal 1: Multiple CG grants can be configured to the UE to handle traffic with more than one inherent periodicity within the XR traffic
However, if the size of the traffic varies significantly the CG is not an ideal solution. 
If the network allocates the CG resources for the largest packet size then the resources will be wasted every time. On the other hand, if the network tailors the CG resource for a smaller packet size, then not all XR traffic will be handled by CG resource and there will extra latency for the left over traffic. 
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Figure 2: Problems with CG when the packet size varies significantly
So, some enhancements are needed to CG mechanism to optimise it for XR traffic. 
Observation 1: Using CG for traffic that has significant variance in packet size over time is suboptimal and hence some optimisations are necessary
In order to solve the issue of varying packet size and potential jitter in UL traffic, one solution could be to use a combination of CG with DG. With this approach, the CG grant can be tailored to a lower packet size and then rely on the DG to clear the UL buffer when the packet size generated at the UE exceeds the CG grant size. 
Proposal 2: Combination of CG with DG could be used to minimise the latency for packets that exceed the CG grant size
However, if DG requires an SR + BSR + UL grant cycle to schedule the remaining UL data, then this will incur significant latency for the UL traffic that exceeds the CG grant size. To minimise this extra latency, RAN2 should study some mechanisms where the UE can include an indication such as BSR whenever the pending UL data exceeds the CG grant size. 
Proposal 3: To minimise the UL latency for traffic that exceeds the CG grant size, RAN2 should study mechanisms where the UE can include an indication such as BSR whenever the pending UL data exceeds the CG grant size

3. How to use the PDU set information in RAN
It has been agreed that the following PDU set information for both UL and DL is provided by the CN to RAN via control plane (NGAP):
	-	PDU Set QoS parameters:
-	PDU Set Error Rate (PSER): defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol but that are not successfully delivered by the corresponding receiver to the upper layer (see TR 23.700-60 [9]).
NOTE: 	In this release, a PDU set is considered as successfully delivered when all PDUs of a PDU Set are delivered successfully.
-	PDU Set Delay Budget (PSDB): time between reception of the first PDU and the successful delivery of the last arrived PDU of a PDU Set (see TR 23.700-60 [9]). PSDB is an optional parameter.
-	PDU Set Integrated Indication (PSII) i.e. whether all PDUs are needed for the usage of PDU Set by application layer.


Since it has been agreed that in this release, a PDU set is considered as successfully delivered when all PDUs of a PDU Set are delivered successfully, the PDU Set Integrated Indication (PSII) will not be used in this release. Only the PSER and PSDB should be considered. Similar as PER and PDB, the PSER and PSDB can be used in PDCP for PDU Set discarding.
Observation 3: The PSER and PSDB can be used in PDCP for PDU Set discarding.
3.1. PDU-set awareness in UL
In NR, QoS handling is mainly based on QoS Flows. i.e., currently, the QoS Flow is the finest granularity of QoS differentiation in the PDU Session. In UL, the application/service layer traffic (above the 3GPP protocol layers) are mapped to a given QoS flow based on QoS rules which are configured in the UE using NAS signalling. Reflective QoS is also used when configured based on the mapping used the opposite link. QoS flows today are largely determined based on the 5-Tupple IP identities. 
Based on the SA2 response, the XR traffic mapped to the same QoS flow will have same PSER/PSDB/PSIHI. Thus, the updated NAS signalling can be used to map the UL traffic to QoS flows using packet filters configured by NAS potentially taking into account PSER/PSDB/PSIHI in addition to the legacy packet filter rules. Then, the legacy QoS flow to DRB mapping rules can be reused for XR in the SDAP layer. 
Proposal 4: For UL XR traffic, updated packet filters (taking into account PSER/PSDB/PSIHI) configured by NAS signalling can be used to map UL traffic to QoS flows. 
Proposal 5: The legacy QoS flow to DRB mapping rules can be reused in SDAP layer for UL
3.2. PDU-set awareness in DL
It has also been agreed that the following DL PDU set information is dynamically provided by the CN to RAN user plane (GTP-U header)[2]:
	-	PDU Set Sequence Number;
-	PDU Set Size in bytes;
-	PDU SN within a PDU Set;
-	End PDU of the PDU Set;
-	PDU Set Importance: this parameter is used to identify the importance of a PDU Set within a QoS flow. RAN may use it for PDU Set level packet discarding in presence of congestion;
-	End of Data Burst indication in the header of the last PDU of the Data Burst (optional).


The PDU Set Sequence Number, PDU Set Size in bytes, PDU SN within a PDU Set and End PDU of the PDU Set can be used by RAN to decide which PDUs belong to a same PDU set, and discard the PDU set based on PSER and PSDB. End of Data Burst indication in user plane (GTP-U header) can be used by gNB to decide which PDU sets belong to the same data burst, which can be used associated with PDU Set Importance in user plane (GTP-U header) for PDU set discarding during Uu congestion. Thus, PDU set information included in user plane (GTP-U header) should be known by the PDCP entity. 
Observation 4: PDU set information in user plane should be known by the PDCP entity to identify which PDUs belong to the same PDU set and to decide to discard which PDU set when necessary.
Proposal 6: In DL the gNB can map the DL XR traffic to DRBs based on QoS flow information 
Proposal 7: The PDU Set information in GTP header are taken into account in the PDCP layer to in the PDCP packet discard mechanism

4. Conclusion
[bookmark: _Toc18404543][bookmark: _Toc18413612][bookmark: _Toc18403976]For UL jitter
Proposal 1: To handle the UL jitter and multiple inherent periodicities within UL traffic, Multiple CG grants can be configured to the UE 
Proposal 2: Combination of CG with DG could be used to minimise the latency for packets that exceed the CG grant size
Proposal 3: To minimise the UL latency for traffic that exceeds the CG grant size, RAN2 should define mechanisms where the UE can include an indication such as BSR whenever the pending UL data exceeds the CG grant size
How to use PDU Set information in RAN
Proposal 4: For UL XR traffic, updated packet filters (taking into account PSER/PSDB/PSIHI) configured by NAS signalling can be used to map UL traffic to QoS flows. 
Proposal 5: The legacy QoS flow to DRB mapping rules can be reused in SDAP layer for UL
Proposal 6: In DL the gNB can map the DL XR traffic to DRBs based on QoS flow information 
Proposal 7: The PDU Set information in GTP header are taken into account in the PDCP layer to in the PDCP packet discard mechanism
5. References
[1] 3GPP TR 38.835 V1.0.0 (2022-12), NR; Study on XR enhancements for NR
[2] 3GPP TR 23.700-60 V1.3.0 (2022-11), Study on XR (Extended Reality) and media services




image1.emf
Packet 

size

Packet arrival time

I frames

Audio 

frame

1/FPS_video

Slot offset 

with respect to 

SFN/Radio 

frame 

boundary

P/B frames

1/FPS_audio


image2.emf
Packet 

size

Packet arrival time

Extra latency for 

UL: Packet size 

exceeds CG 

grant size

Under-utilized 

CG resource: 

Packet size is 

less than CG 

grant size

I frames

P/B frames

CG grant


