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1. Introduction
RAN2#120 has discussed XR-awareness in RAN and reached the following agreement in [2]:
	· N1N excluded. Splitting DRB into multiple LCH (DC like) FFS. Should try to understand why we would need to treat PDU sets differently over the radio and why different PDU sets are muxed over same flows. Also need to understand need for reordering. Send LS to SA2/SA4 in R2-2212993
For Uplink
· Agree that UE identifies PDU Sets / Bursts. In-band marking not needed. Further information considered if BSR is not enough. Handling of discard FFS. Mention agreements in SA2 LS (see email discussion 298)
· If delay-aware LCP is introduced, need the ability to turn it off. SRBs not impacted. Not considered further unless fundamental issues are identified.


In this contribution we further discuss the impacts of XR-awareness on the L2 protocol stack; we take in particular a closer look to the DRB to LCH mapping. 
2. [bookmark: Proposal_Beacon]Discussion
According to the current QoS architecture, there is a 2-step mapping of IP-flows to QoS flows (NAS) and from QoS flows to DRBs (Access Stratum). NAS level packet filters in the UE and in the 5GC associate UL and DL packets of IP flows with QoS Flows. Similarly, a QoS flow is mapped to a DRB based on AS mapping rules. There is one-to-one mapping relationship between IP flow and QoS flow and between for the QoS flow to DRB mapping in the current specification.

In recent RAN2 meetings there was some discussion on the Layer 2 structure. Depending on how the mapping of PDU sets onto QoS flows is done in the NAS and how QoS flows are mapped onto DRBs in the AS, the following mapping alternatives are under consideration for XR services according to the latest TR38.835:

-	111: one-to-one mapping between types of PDU sets and QoS flows in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible and requires as many DRBs as types of PDU sets. Providing different QoS for the types of PDU sets sent in different DRBs is already possible.
-	NN1: one-to-one mapping between types of PDU sets and QoS flows in the NAS and possible multiplexing of QoS flows in one DRB in the AS. From a Layer 2structure viewpoint, this alternative is already possible but gives each QoS flows multiplexed in a DRB the same QoS. Providing different QoS for the types of PDU sets (i.e. QoS flows) multiplexed in a single DRB is currently not possible.
-	N11: possible multiplexing of types of PDU sets in one QoS flow in the NAS and one-to-one mapping between QoS flows and DRBs in the AS. From a Layer 2 structure viewpoint, this alternative is already possible but gives each QoS flow/DRB one QoS. Providing different QoS for the types of PDU sets multiplexed in a single QoS flow/DRB is currently not possible.
[image: ]
Figure 1: Mapping Alternatives

In mapping alternative 111 and NN1 different types of PDU set, e.g. PDU sets with different importance level, are mapped onto different QoS-flows. Assuming a 1:1 mapping between QoS flow and DRB, i.e. Alternative 111 in figure 1, the legacy L2 procedure/handling like LCP etc. can be reused, and no RAN impact is foreseen. For example, if I-frames are carried on a different QoS-flow/DRB compared to P/B frames a distinguished treatment/QoS handling of PDU sets/data based on the importance of the PDU set/data is already possible with current L2 procedures. On the other hand it was not clear whether AS reordering is required for XR services as this is in particular relevant for the 111 alternative, where PDU sets with different importance are transmitted through separated DRBs. In the current AS protocol stack, the PDCP layer is responsible for re-ordering function, hence re-ordering cannot be applied across DRBs. However, given the feedback from SA4 [3] it seems that AS reordering is not required. Here is a quote from the reply LS

“The RTP layer can handle (and potentially exploit) out-of-sequence reception of RTP packets, and some codecs even require it for good operations. Thus, “SA4 prefers that the lower-layers on the receiver side do not enforce in-sequence delivery to the RTP layer for PDU Sets received out-of-sequence”.”

Therefore, the mapping alternative 111 is a viable mapping option. 

Proposal 1: Mapping alternative 111 is a viable option since XR services do not require AS reordering.

According to SA2 [1] different types of PDU set can be mapped into the same QoS flow (mapping alternative N11) if their PDU set QoS parameters (and other QoS characteristics, e.g. 5QI, ARP) are the same. Furthermore, different PDU sets within one QoS flow can be associated with different ‘PDU Set importance’ information. In our understanding one valid configuration for XR service is that for example all video packets, e.g. I-frame, P/B frame, of a XR application are transmitted within a single QoS-flow. However, since the P-frame and the B-frame are encoded based on the I-frame, it can be assumed that I-frames are more important than P/B-frames. Therefore, I-frames may be associated with a higher importance level compared to the P/B-frames. 

Observation 1: Mapping alternative N11 is a valid option according to SA2 feedback. 

According to [1] one QoS flow is associated with one PSER and one PSDB at any time. Therefore, mapping two different QoS flows (with e.g., different QoS requirements like PSER and PSDB) onto the same DRB – as in alternative NN1 - does not allow to provide different QoS for the types of PDU sets multiplexed in a single DRB unless some enhancements in the L2 protocol stack/procedure are considered.   

Assuming that PDU sets associated with a different PDU set importance are mapped to the same DRB like e.g. in alternative NN1 and N11, RAN2 needs to discuss mechanisms which allow to prioritize respectively treat data/PDU sets based on the associated importance within a single QoS flow or single DRB. As concluded by SA2 the importance level of a PDU set may be used for PDU set level packet discarding in the presence of congestion. 




               Figure 2                                                Figure 3

                    

The two figures above illustrate the two different mapping alternatives. The colour of the packets represents the associated importance level, i.e. green packets (I-frame) having the highest importance level. In the recent RAN2 meetings there was some discussion on whether to support a L2 protocol stack/bearer where one PDCP entity can be mapped to multiple RLC channels/entities - similar to the split bearer architecture as shown in figure 3 - in order to allow mapping of data of a different importance level to a separate LCH. As shown in the figure 3 above, PDCP layer supports the routing of packets of the DRB to the different multiple RLC entities. The routing to the different RLC entities could be done based on the importance of a PDU/SDU. One argument for the support of such bearer mapping is to provide the possibility to treat different PDU sets with a different QoS by for example having a different RLC configuration. However, one may argue that given the SA2 feedback that one QoS flow is associated with only one PSER at any time there is no need for having different RLC configurations even if PDU sets of a different importance level are mapped to the same QoS flow. 
 
 
Nevertheless, considering the further SA2 conclusion that in the presence of congestion packets of higher importance should be prioritized and packets of lower importance should be discarded, we still see some benefits in supporting the L2 architecture, where one PDCP entity could be mapped to multiple RLC channels/entities. For example, there might be a scenario, when I-frames are arriving at the next period, that some P-frames may be still pending at the PDCP/RLC entity due to congestion on the Uplink. Intra-UE prioritization, e.g. LCP procedure, should basically ensure that the I-frame PDUs are transmitted rather than the pending P-frame PDUs. Additionally, UE should discard the SDUs/PDUs belonging to a previous P-frame (packets of lower importance), since they will be of no use for the user experience.
If I-frames and P/B-frames are carried on the same LCH as shown in figure 2 it will be difficult to prioritize the packets of higher importance, e.g. in the presence of congestion, since all packets of a LCH are treated with the same priority during LCP procedure today. We could reuse though the current LCP procedure when packets of a different importance level are mapped to a different RLC/LCH. Similar may apply for the discarding operation, e.g when packets are routed to different RLCs/LCHs based on the associated importance level it may be easier from implementation perspective to support discarding packets of a certain importance level.
Another aspect is the LCH to CG mapping restriction for XR services. If I-frames and P/B frames are carried by the same LCH, it is difficult with the current configuration, to map I-frames and P/B-frames to different specific CG configurations. It should be noted that I -frames have a different periodicity and frame size compared to P-frames. 
For cases when I-frames and P/B frames are carried by different LCHs, the legacy LCH-to-CG mapping restriction could be used in order to ensure that packets of a different importance level (I-frames and P/B-frames) having a different traffic characteristic (periodicity, frame size) are using the corresponding fitting CG configurations. 

Given the advantages in terms of congestion handling and efficient CG usage, we support the mapping of PDUs of a DRB to different LCHs/RLC entities based on the associated importance level.     

Proposal 2: In order to enable differentiated PDU set handling at RAN, the mapping of PDU sets of a DRB with different associated importance level to different LCHs/RLC entities is supported, i.e. one PDCP entity is mapped to multiple RLC entities.  

As mentioned before PDCP layer needs to support the routing of PDU sets/PDUs of the DRB to the different multiple RLC entities. The routing to the different RLC entities should be done based on the associated importance of a PDU/SDU.

Proposal 3: PDCP entity routes PDU sets with different importance onto the separate LCHs, e.g. routing based on PDCP importance associated with a PDCP SDU. 
3. Conclusion
In this contribution, we discuss the impacts of XR-awareness on the L2 protocol stack, in particular the DRB to LCH mapping. We have the following proposals:
Proposal 1: Mapping alternative 111 is a viable option since XR services do not require AS reordering.
Observation 1: Mapping alternative N11 is a valid option according to SA2 feedback.
Proposal 2: In order to enable differentiated PDU set handling at RAN, the mapping of PDU sets of a DRB with different associated importance level to different LCHs/RLC entities is supported, i.e. one PDCP entity is mapped to multiple RLC entities.
Proposal 3: PDCP entity routes PDU sets with different importance onto the separate LCHs, e.g. routing based on PDCP importance associated with a PDCP SDU.
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