Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]3GPP TSG-RAN WG2 Meeting #121	 R2- 2300393
Athens, Greece, 27 Feb – 3 Mar, 2023
Agenda Item:	8.16.2
Source:	Xiaomi
Title:	Discussion on AIML for NR air interface
Document for:	Discussion

[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]In [1], Artificial Intelligence and machine learning for air interface is proposed. The RAN2 work is as following,
	o	Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
	 Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
	Collaboration level specific specification impact per use case 


In this contribution, we discuss the potential impact on RAN2 and give our proposals.
Discussion
Model delivery
In the post RAN2#121 email discussion, several model delivery options were listed. The candidate NW nodes include gNB, LMF and other CN entities. Involved nodes can be different in each option. For the solution involves CN entities, the signalling is carried by NAS and the CN entities is not clear to RAN2. The use cases are mainly about physical layer. It’s not clear whether CN nodes can determine the applicable AI model for physical layer use case. Also, it is difficult for RAN2 to evaluate the feasibility and Pros/Cons of such solution. Therefore, we suggest RAN2 to focus on the solution without the involvement of CN entities other than LMF. The evaluation and study of such solution can be done by other groups, e.g. SA2. RAN2 can send LS to corresponding groups to trigger the evaluation and study if needed.
Regarding the model delivery between UE and LMF, CP and UP solution are listed. But we understand the UP solution has little impact in RAN2, since the model is carried as UP data.
Proposal 1: RAN2 study the CP/UP model delivery solution between UE and gNB.
Proposal 2: RAN2 study the CP model delivery solution between UE and LMF.
Proposal 3: Leave the study and evaluation of solutions involving CN entities other than LMF to other groups.
In RAN1 discussion, both uplink and downlink model delivery is considered. Therefore, in RAN2, the candidate solution shall support model delivery in both directions, regardless which solution is discussed first.
Proposal 4: Model delivery solution shall support both downlink and uplink.
In the CP model delivery solution between UE and gNB, RRC message is used to carry AI model. In downlink, RRCReconfiguration message can be reused. The spec impact is limited. A new IE or container can be defined to carry the AI model. If the AI model is large, the RRCReconfiguration message may be segmented into multiple parts. The radio configuration carried in the same message may be delayed. 
Observation 1: Due to multiple segmentation, additional delay may be introduced to legacy radio configuration if RRCReconfiguration message is used to deliver AI model in downlink.
Even if separate RRCReconfiguration message is used to carry legacy radio configuration and AI model. If handover occurs during AI model delivery. All segments should be retransmitted in target cell, which cause more delay for AI model delivery.
Observation 2: Due to retransmission in target cell, additional delay may be introduced to AI model delivery if RRC message is used to deliver AI model in downlink.
In uplink, there is no appropriate existing UL RRC message for the model delivery. New RRC message and procedure is expected to support uplink AI model delivery.
Observation 3: New RRC message and procedure is required to support AI model delivery in uplink.
In the UP model delivery solution between UE and gNB, existing user plane is not applicable, since it terminates at UE and UPF. A new layer can be introduced to handle the AI model transfer functionality. Furthermore, other AI related functionalities, e.g. data collection, model registration, may also be supported in the new layer, if existing feature can’t fulfil the requirement. 
The protocol stack of new layer is depicted as below. The new layer is called AI for simplicity.
[image: ]
The AI layer provides following services to upper layer:
· AI Model delivery;
· …
The AI layer expects following services from lower layer:
· Integrity protection, ciphering and loss-less in-sequence delivery of information without duplication;
To support model delivery, AI layer delivers the AI model to the lower layer, i.e. PDCP. New bearer or existing bearer can be used to carry AI model. Existing user plan transmission procedure can be reused and no impact is expected to lower layers. Both uplink and downlink delivery can be supported. The AI model can be delivered by separate radio bearer. 
Since the new layer terminates at UE and gNB, we understand it’s in RAN2 scope, so doesn’t require other WG’s involvement.
Proposal 5: New layer on top of PDCP can be introduced to support UP AI model delivery between UE and gNB. The work can be done within RAN2.
[bookmark: _GoBack]During handover, PDCP data forwarding can be reused, so that target cell can continue delivering the unacknowledged PDU. Also, it’s easy to support large size of AI model delivery following legacy user plane data transmission.
Observation 4: New layer can avoid the additional delay to AI model delivery during handover.
In previous meeting, model ID is assumed. We understand there may be two types of mode ID. During the model deployment or model registration, model ID can be used to identify a specific AI model. By this, the signalling can be reduced compared with transmitting the whole model image. To achieve common understand among UE and NW, the model ID should be PLMN or globally unique. The unique model ID can be allocated by operator or defined by spec.
Proposal 6: Model ID is used to identify one AI model during initial model deployment or model registration. The model ID should be PLMN or globally unique.
The model ID may be long to achieve PLMN or globally unique. After deployment or registration, only limited number of AI models are available at one UE. During subsequent LCM, each model can be associated with another index, which can be locally unique within a UE. The model index can be allocated by gNB or UE, depending which node generates the model. Therefore, the model index can be much shorter, which is more efficient. During model switch, only the target model index is indicated.
Proposal 7: Model index is used to identify one AI model during LCM. The index can be locally unique within one UE, which could be allocated by NW or UE.
Life cycle management
Different AI model is used for different use case, since the input and output is different. However, in each use case, the scenarios in terms of channel quality or CSI type, can vary. It may be difficult to only use one AI model to handle all scenarios for one use case. Considering the trad-off between generalization and inference accuracy, it may be more efficient to deploy multiple AI models and activate/deactivate AI model according to the scenario. The AI model delivery may take long time, if large size AI model is expected. If new AI model delivery is triggered upon performance degradation, there may be large latency and poor performance. If the candidate AI model can be delivered to UE before head, the latency can be avoided. 
Proposal 8: Multiple AI models can be delivered to UE for each use case. Activation/deactivation of the AI model can be based on scenario. FFS the details of the scenario.
UE/NW can perform the performance monitoring of the activated AI model. If the performance degrades, on-going AI model can be deactivated and another AI model can be activated. There may be two options to trigger the model activation/deactivation at UE, 
· Option 1: by explicit indication from NW;
· Option 2: by condition fulfilment stored at UE side.
If the performance monitoring is performed by NW, only option 1 can be used. If the performance monitoring is performed by UE, both options can work. But option 1 would require UE to report the performance result to assist NW decide AI model activation/deactivation, which may result in delay. In option 2, UE evaluate the condition locally and perform AI model activation/deactivation as soon as corresponding condition if fulfilled. The delay due to performance report can be avoided.
Proposal 9: RAN2 study the AI model activation/deactivation at UE can be triggered by explicit indication from NW or condition fulfilment stored at UE side.
Data collection
Similar as model delivery, RAN2 should focus at the data collection at UE, gNB and LMF. Leave the study of impact to CN entities other than LMF to other groups. Data collection can be used for model training and performance monitoring. The so called one side AIML means the inference is done at one side. So, even in one-sided AIML models, it’s possible the training and performance monitoring are located in the other side, which may also require data collection and data exchange. 
Proposal 10: RAN2 focus on the solutions and specification impact analysis for data collection for AIML model training and performance monitoring at UE/gNB/LMF
We have many tools to collect data in current spec, e.g. measurement report and MDT. However, the requirement of data collection for AI model training and performance monitoring is unclear. It’s impossible to evaluate whether the existing tools can provide appropriate data for AI. More RAN1 input on data collection requirement is needed to proceed. RAN2 may send LS and ask RAN1 about the key requirement of the data collection for model training and performance monitoring, for example the content of data, data size and latency.
Proposal 11: Send LS to ask RAN1 about the key requirement of the data collection for model training and performance monitoring, for example the content of data, data size and latency.
Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Proposal 1: RAN2 study the CP/UP model delivery solution between UE and gNB.
Proposal 2: RAN2 study the CP model delivery solution between UE and LMF.
Proposal 3: Leave the study and evaluation of solutions involving CN entities other than LMF to other groups.
Proposal 4: Model delivery solution shall support both downlink and uplink.
Proposal 5: New layer on top of PDCP can be introduced to support UP AI model delivery between UE and gNB. The work can be done within RAN2.
Proposal 6: Model ID is used to identify one AI model during initial model deployment or model registration. The model ID should be PLMN or globally unique.
Proposal 7: Model index is used to identify one AI model during LCM. The index can be locally unique within one UE, which could be allocated by NW or UE.
Proposal 8: Multiple AI models can be delivered to UE for each use case. Activation/deactivation of the AI model can be based on scenario. FFS the details of the scenario.
Proposal 9: RAN2 study the AI model activation/deactivation at UE can be triggered by explicit indication from NW or condition fulfilment stored at UE side.
Proposal 10: RAN2 focus on the solutions and specification impact analysis for data collection for AIML model training and performance monitoring at UE/gNB/LMF
Proposal 11: Send LS to ask RAN1 about the key requirement of the data collection for model training and performance monitoring, for example the content of data, data size and latency.
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