

[bookmark: _GoBack]3GPP TSG-RAN WG2 Meeting #121 	R2-2300360
Athens, Greece, Feb. 27th –Mar. 3rd, 2023

Title:		BAP open issues due to the DU migration (two logical DUs) in mobile IAB
Source:	Huawei, Qualcomm Incorporate, LG Electronics, Intel Corporation, Lenovo, Apple, ZTE, vivo, Nokia, Nokia Shanghai Bell, Ericsson, Samsung
Agenda item:	8.12.3
[bookmark: _Hlk506366071]Document for:	Discussion
1. Introduction
In previous RAN3 meetings, following agreements are made on the two logical DUs supporting for mobile IAB.
RAN3#117 meeting
· For DU migration cases, to execute the handover of the served UEs, the mobile IAB-node concurrently supports two logical mobile IAB-DUs, which have F1AP associations with the source CU and the target CU, respectively.
RAN3#117-bis meeting
· As the baseline, F1 establishment and configuration of the new logical DU follows legacy procedures. 
RAN3#118 meeting
· WA: The mIAB-MT and its co-located mIAB-DU can be handed over/migrated to different donor CUs. This WA is subject to validation that the impact involved is affordable.
This contribution mainly focuses on the remaining BAP open issues due to the DU migration (two logical DUs) in R18 mobile IAB.
2. Discussion
Based on the latest RAN3 discussion/agreement, we have the following scenario in mobile IAB: There are two logical DUs during the DU migration, which may coexist during a period. The two logical DUs may have F1 transmission with its own donor CUs simultaneously over the mobile IAB-MT’s single link connection (also see below figure).
· The target logical DU’s F1AP setup related message (target DU  its donor CU), and
· The UEs’ HO command message sending over source logical DU (source DU  its donor CU)
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2.1 Issue 1: Upstream handling at BAP of mobile IAB-MT (Case 1)
2.1a Default BAP configuration
There are some default BAP configurations at the BAP entity of mobile IAB-MT, i.e. defaultUL-BAP-RoutingID, defaultUL-BH-RLC-Channel.
One open issue is whether the default BAP configuration at mobile IAB MT provided by RRC is shared between the two logical DUs.
· Yes, the two F1/logical DUs share the same default BAP configuration (i.e. the one configured on MT’s link by MT’s CU)
· This is to exclude the option of introducing the logical-DU-specific default BAP configuration at mobile IAB MT.
· It means that the same default BAP configuration is used regardless which logical DU the UL data comes from, e.g. the target logical F1AP setup message.
· No, introduce the F1/logical DU specific default BAP configuration 
· The motivation to configure logical DU specific default BAP configuration can be:
· 1st: To somehow speed up/give high priority to the F1 setup of the target logical DU.
· 2nd: To configure different routing path, if there are intermediate nodes between donor DU and migrating node.
· 3rd: To consider the RAN3 WA scenario “WA: The mIAB-MT and its co-located mIAB-DU can be handed over/migrated to different donor CUs.”
· For example, in the following figure, given there are some intermediate stationary nodes, if the donor CU1 and donor CU3 are in two different IP domains, the CU2 has to configure two different donor DUs (e.g., donor DU2a and donor DU2b), which belongs to the IP domains of donor CU1 and donor CU3, respectively. In this sense, logical-DU-specific default BAP configuration is a necessary configuration.
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Based on the above analyses, we propose: 
Proposal 1a: For the upstream data handling at the BAP of mobile IAB MT, one common default BAP configuration to be used by both logical DUs is the baseline. RAN2 to further discuss the need of using logical-DU-specific default BAP configuration (e.g. when the two logical DUs use different donor-DUs).
2.1b F1AP BAP configuration
Also, the BAP entity at mobile IAB-MT will be configured with BAP configuration via F1AP, i.e. the UL traffic’s routing and bearer mapping at the access node (see the “Uplink Traffic to Routing ID Mapping Configuration” and “Uplink Traffic to BH RLC Channel Mapping Configuration” in 38.340). Another open issue is whether the F1AP BAP configuration at mobile IAB-MT is shared between the two logical DUs.
· Alt.1: Yes, shared.
· The used F1AP BAP configuration at mobile IAB-MT is either the one configured by the source logical DU’s donor CU or the one configured by the target logical DU’s donor CU (rather than mixed at the same time).
· This means the two donors cannot separately control the UL routing and bearer mapping at mobile IAB of the data from different logical DUs, during the coexisting period.
· Alt.2: No, separately configured.
· We need to define the logical-DU-specific/donor-CU-specific entries/tables in “Uplink Traffic to Routing ID Mapping Configuration” and “Uplink Traffic to BH RLC Channel Mapping Configuration” at mobile IAB MT. Otherwise, one CU cannot Add/Mod/Release an entry without knowing the existing entries configured by another CU. 

One common understanding seems that F1AP BAP configuration of two logical DUs should be controlled by its own CU separately. The further issue is how to achieve this (e.g. by implementation or not).
This is something different with R17 partial migration/topology redundancy, where there is only ONE F1AP connection at the boundary node. The F1AP BAP configuration has to be configured by this F1-terminating CU in R17. But, the R18 mobile IAB node has TWO F1AP connections, where any of those two CUs (1st logical DU’s CU and 2nd logical DU’s CU) can configure F1AP BAP configuration in theory.
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If we assume the F1AP BAP configuration of two logical DUs should be controlled by its own CU separately, then it should be clarified:
· whether both the two CUs can configure F1AP BAP configuration to mobile IAB;
· if only one CU can configure F1AP BAP configuration to mobile IAB, which CU is the one actually transmitting this F1AP configuration to mobile IAB. (note the assumption should cover all the above scenarios figures A/B/C)
· if CU1 actually provides the F1AP configuration to mobile IAB, how can CU2 coordinate with CU1 to ensure CU2 can somehow control the F1AP BAP configuration of its own logical DU? Is the legacy R17 IAB Transport Migration Management procedure sufficient (maybe RAN3 issue afterwards)?
If only one CU can configure F1AP BAP configuration, there seems no special BAP handling on this, since BAP only sees one table configured by one CU. 
If two CUs can configure F1AP BAP configuration, either we define independent CU specific table in BAP, or RAN3 needs some CU coordination to allow two CUs configure one table in BAP without conflict. For F1-U, the Full TEID can autonomously avoid the conflict. But for non-F1-U, the conflict occurs if the two CU configure different routing ID/bearer mapping for a same Non-UP Traffic Type. And, the following NOTE in 38.340 can somehow address F1-C traffic, but not non-F1 and BAP control PDU type.
NOTE:	Uplink Traffic to Routing ID Mapping Configuration may contain multiple entries for F1-C traffic. It is up to IAB node's implementation to decide which entry is selected.
Based on the above analyses, we propose: 
Proposal 1b: For the upstream data handling at the BAP of mobile IAB MT, RAN2 assume that the F1AP BAP configuration for each logical DU should be configured/controlled by the DU’s respective donor-CU via the corresponding F1AP connection (To be confirmed by RAN3).
2.2 Issue 2: Downstream handling at BAP of mobile IAB-MT (Case 2)
There is still the downstream handling issue to be clarified: How can the RX side of BAP entity at mobile IAB MT knows which logical DU to deliver the received BAP SDU, i.e. differentiating the F1 traffic (from two different donors) to the corresponding logical DU
· Option 1: Using different BAP address configured to each logical DU
· This requires target logical DU to be configured with a new BAP address, unlike R16/R17.
· Option 2: Using different IP address(es) configured to each logical DU
· This means we should use separate IP address allocation for each logical DU. While, the current RAN3 discussion has no assumption here yet.  
· If option 2 is adopted, some discussion on how to request/allocate the new IP address specific for target logical DU is needed. 
· Opt 2a: BAP operation at MT side captures this behaviors
· i.e. “-remove the BAP header of this BAP Data PDU and deliver the BAP SDU to upper layers of the corresponding DU, based on xxx”
· Opt 2b: Left to DU side upper layer implementation
· i.e. “-remove the BAP header of this BAP Data PDU and deliver the BAP SDU to upper layers”, and the IP layer can deliver the data to corresponding F1AP entity based on the IP address by its implementation.
· Option 3: Using different IP address(es) of different CU
· We can rely on F1AP layer to differentiate the received message to corresponding F1AP entity by considering the source/destination IP address. Similar principle can be used for F1-U data.
· At least the source IP addresses (CU IP address) are different between two logical DUs, but it is not explicitly mentioned on whether the destination IP address (DU IP address) has to be different or same between two logical DUs.

Based on the above analyses, we propose: 
Proposal 2: For the downstream data handling arriving at the mobile IAB node, RAN2 assume upper layers (e.g. IP layer) can differentiate the data to different logical DUs based on the IP address (i.e. no need to introduce logical-DU-specific BAP address) (To be confirmed by RAN3).
3. Conclusion
This paper mainly discusses the remaining BAP open issues due to the DU migration (two logical DUs) in R18 mobile IAB, and the following observations and proposals are provided,
Proposal 1a: For the upstream data handling at the BAP of mobile IAB MT, one common default BAP configuration to be used by both logical DUs is the baseline. RAN2 to further discuss the need of using logical-DU-specific default BAP configuration (e.g. when the two logical DUs use different donor-DUs).
Proposal 1b: For the upstream data handling at the BAP of mobile IAB MT, RAN2 assume that the F1AP BAP configuration for each logical DU should be configured/controlled by the DU’s respective donor-CU via the corresponding F1AP connection (To be confirmed by RAN3).

Proposal 2: For the downstream data handling arriving at the mobile IAB node, RAN2 assume upper layers (e.g. IP layer) can differentiate the data to different logical DUs based on the IP address (i.e. no need to introduce logical-DU-specific BAP address) (To be confirmed by RAN3).
4. Annex (some offline comments)
We received some offline comments on the above discussion, which are highly appreciated and captured below.
General Comments
	QC
	I believe the BAP-related issues can be handled by using existing Rel-16/17 procedures. Case 2 is in RAN3 scope and outside of BAP.
The two scenarios shown in the figures are symmetrical (even if the figures do not look symmetrical). Let’s take the left figure:
-          The IAB-MT is RRC connected to CU1,
-          The two logical IAB-DUs, IAB-DU3a and IAB-DU3b, have F1 connections to CU1 and CU2, respectively.
-          Both F1 connections are routed via donor-DU1.
In the right figure, everything is flipped. It is therefore sufficient to discuss the matter for the left figure.
 
We observe the following:
-          The IAB-node is single-connected.
-          For IAB-DU3a, the IAB-node is NOT a boundary node since the F1 terminating and non-F1-terminating donor are the same, i.e., CU1. Therefore, we can use Rel-16 principles.
-          For IAB-DU3b, the IAB-node IS as a boundary node with CU1 being the non-F1-terminating donor and CU2 the F1-terminating donor.

	Huawei
	Reply to above:
I agree we have the basic principles to reuse.
I assume there is only one BAP entity at mobile IAB MT. In R17, the 1st “NOT a boundary node” and the 2nd “a boundary node” will never be the same IAB-node with single connection. I guess that’s something different for R18 mobile IAB-node.
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Partial migration                          Topology redundancy

	Nokia
	In general, we agree that we can reuse existing principles, e.g. from Rel-17 we already have inter-topology routing (at least for partial migration). However, as Yulong described, the concept of “boundary node” may be impacted.

	Ericsson
	If I understand then the scenario is that during Inter-CU HO; there may be certain number of UEs which has already been handed-over from CU1 to CU2 whereas certain number of UEs are still awaiting to be handed-over; i.e still served by CU1.
We should be able to reuse some concept from partial migration that R3 defined in Rel-17.
There are 2 DUs with separate IDs each maintained/configured by different CU; hence for downstream traffic naturally the differentiation can come via their respective SCTP, IP addresses. For Upstream traffic differentiation, the default BAP configuration can be extended which includes configuration specific to each CU.

	Samsung
	 In general, we share the similar understanding as the Ericsson. In terms of F1 interface, the two logical DU can be managed separately. While the BH link of those two DUs is served by the collocated MT so that the BH link configuration relies on the donor terminating RRC of IAB-MT.  

	LGE
	We prefer to reuse existing principle and solutions including partial migration as much as possible. Of course, we can check whether the existing concept of “boundary node” can be resued.

	vivo
	We tend to agree that the concept of boundary node may be impacted. But, reusing existing principle and solutions should be baseline. Additionally, as uggested by Ritesh, We should first consider partial migration solution defined in Rel-17

	Apple
	We have similar view as Ericsson.



Comments to Issue 1a in upstream
	QC
	On Case 1, Issue 1a: Can the two F1s share the same default routing.
-          F1 of IAB-DU3a: According to Rel-16, the default routing configuration provided by CU1 to IAB-MT1 can be used by IAB-DU3a.
-          F1 of IAB-DU3b: According to Rel-17, the boundary node’s F1 can use the default routing configured on the IAB-MT.

	Huawei
	Reply to above:
I guess Georg’s view/answer on issue 1a is yes. Those F1s share/use the same default BAP configuration, since we only have one RRC to provide this to mobile IAB MT. We have similar view on using the same default BAP config.
 
Another comment: according to the legacy spec/principle, default BAP config cannot be used (by DU3b) anymore, if the BAP has been reconfigured by F1AP (to DU3a).

	Nokia
	We agree that the logical DUs would use the same default UL BAP configuration that MT receives from CU1.
 
I guess Yulong’s comment related to reconfiguration via F1AP relates to the scenario in Issue 1b?
[Yulong]: somehow Yes.

	Ericsson
	To speed up HO (i.e in this case sending F1 setup message as soon as possible); it may be beneficial to preconfigure BAP configuration pertaining to CU2 in advance (config can come via CU1). So, we are open to discuss scenario where  default BAP config is (pre)configured per logical DU.

	Huawei
	Some replies to above comment
@Ritesh, the “CU specific default BAP configuration” could be feasible, as you mentioned pre-configuration manner. I guess the question is about the motivation. Since anyway the non-F1AP/F1-C UL traffic from two DUs will share the same MT’s radio link. The same type of traffic (with similar latency/priority requirement) from different CU using different BH RLC on the same link seems not motivated. And, the motivation of different CUs configuring different default routing ID can be discussed.

	Samsung
	We share the similar understanding as Ericsson, i.e., different DU can have different default configurations. 
- The F1 set up of second DU needs to be speed up. By using the same default configuration, the F1 traffic of both DUs will share the same BH link. Thus, it is not sure that the F1 setup traffic of DU2 will be scheduled in the higher priority than F1 traffic of DU1. 
- The F1 traffic of two DUs may be routed via different paths. In case that there are intermediate nodes between donor DU and migrating node, it is possible that the donor CU may configure different routing path for two DUs.  
We may not need to mandate the different default configurations. However, we can allow this possibility and which configurations are applied depends on non-F1 terminating donor CU's implementation 
- As mentioned by HW, “according to the legacy spec/principle, default BAP config cannot be used (by DU3b) anymore, if the BAP has been reconfigured by F1AP (to DU3a).” For the case in the right figure below, the CU2 does not know if CU1 reconfigures the BAP for F1 by F1AP or not, the safe way is that CU2 configures another default BAP for DU3b. In addition, except the two case shown by the two figures below, according to RAN3’s WA, “WA: The mIAB-MT and its co-located mIAB-DU can be handed over/migrated to different donor CUs. This WA is subject to validation that the impact involved is affordable”, another case for DU migration is that: the DU migration happens from CU1 (source F1-terminating donor) to CU3(target F1-terminating donor), while CU2 is the non-F1 terminating donor. In this case, CU2 also does know whether the default BH is still available at the IAB node.

	LGE
	Default BAP configuration only includes defaultUL-BAP-RoutingID, defaultUL-BH-RLC-Channel.
Considering the below figures by Yulong, even if the default BAP configuration is shared, anyway all packets can be transferred one of Donor-DU1 or DU2 and if needed, transferred to CU 1 or CU 2. So, we think same default BAP configuration may not be the problem.
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	ZTE
	The default BAP configuration could be shared between the two logical DUs. The fact is that both the UL data from source and target logical DU should be sent via the same target donor DU. And then the target donor DU can determine whether to forward the UL data to the source donor or target donor based on the destination IP address in the IP header. So the default BAP configuration or the UL mapping configured via F1AP configured by the source donor could be reused (i.e. shared by the two logical DUs) for the UL data transmission.

	vivo
	We think the same default BAP configuration can be used for the two logical DUs. All UL packets can be transferred to target donor DU (be Donor DU1 or Donor DU2 possibly with inter CU data transfer). So we think default BAP pre-configuration manner per logical DU may not be necessary.

	Apple
	We don’t see issue if different DUs use the same default configuration. So, no need to mandate different default BAP configurations for different DUs.


 
Comments to Issue 1b in in upstream
	QC
	On Case 1, Issue 1b: Can the two DUs share the same BAP configuration, i.e., UL routing and bearer mapping configuration (and also BAP address).
-          For IAB-DU3a (non-boundary-node behavior), CU1 provides the BAP address, UL routing and bearer mapping configurations.
-          For IAB-DU3b (boundary-node behavior), CU1 provides the BAP address and CU2 provides UL routing and bearer mapping configurations.
-          The IAB-node can differentiate between the UL mappings for IAB-DU3a vs. IAB-DU3b since they were configured by different F1AP associations.

	Huawei
	Reply to above:
Based on the Georg’s comments, we need to define two sets of UL BAP (routing/bearer mapping) configurations at mobile IAB MT side, one configured by CU1 and another one configured by CU2.
That is something new in BAP, i.e. donor-CU-specific BAP routing/bearer mapping table/configuration maintained at one BAP entity of mobile MT.

	Nokia
	Reply to Yulong: Not sure this type of table/mapping needs to be specified, since it is internal to the IAB-node, i.e. it could possibly be left to implementation. TS 38.340 section 4.2.2 already has the following note:
NOTE: The modelling of BAP entities does not restrict internal implementation of IAB-nodes, i.e. the exact modelling of BAP sublayer may vary for different IAB-node implementations.

	Ericsson
	Each CU should provide the configuration to its respective virtual DU. This is in line with Rel-17 principle that we followed in partial migration. We agree with Nokia that the organization of mapping table can be up to implementation.

	Huawei
	Some replies to above comment
The “NOTE” was added in R16. It clarifies the BAP entities at DU and MT side of intermediated node can be single or two, by implementation. This NOTE is to clarify the above description only “On the IAB-node, the BAP sublayer contains one BAP entity at the MT function and a separate collocated BAP entity at the DU function.”
This issue 1b is about MT side BAP entity for upstream. Are you referring to the modelling of two BAP entities at MT side? Otherwise (single BAP entity), how to avoid the possible conflict between two CUs, if both CUs may modify the one shared mapping table of this BAP entity?

	Samsung
	I tend to agree that this is an implementation issue. The non-F1 terminating donor is responsible for the BAP configuration, and it can determine to use separate BAP configurations for two logical DUs.
[Yulong]: The proposal seems “separate BAP configurations for two logical DUs but configured by one CU”

	LGE
	We also think that each CU should configure its own UL routing and bearer mapping configuration. However, it is not sure whether it is purely implementation issue from BAP specification perspective as Yulong indicated. We are open to further discuss how to capture this anyway.

	ZTE
	Considering that these BAP configurations are configured by donor to IAB-DU, we prefer that these F1AP BAP configurations are configured and managed separately. It is suggested to leave the details to implementation. 

	vivo
	We tend to agree that F1AP BAP config can be done separately in an implementation manner. But, we are open to discuss whether anything else is needed.

	Apple
	We prefer to leave it to implementation. 

	
	


 
Comments to Issue 2 in downstream
	QC
	On Case 2: How can the RX side of the BAP entity at the IAB-MT know to which logical DU to deliver the received BAP SDU.
-     The two logical IAB-DUs represent separate application-layer instances. The BAP layer is not supposed to direct the packet to an application-layer instance, but to only pass it up to the IP layer.
-     The IP layer passes the packet to the transport layer socket based on the packet’s 5-tupel (SRC IP, DST IP, SRC Protocol Number, DST Protocol Number, Protocol type), or, for IPv6 IPsec protected packets, based on the 3-tupel (SRC IP, DST IP, SPI). In both cases, at least the SRC IP address is different for packets to IAB-DU3a vs. IAB-DU3b since it corresponds to C1 vs. CU2. Note that the two application layer instances (i.e., logical IAB-DUs) have established these transport layer sockets based on these 5-tupel or 3-tupel during F1 setup. All of this represents off-the-shelf multiplexing of application-layer instances on the same host, and it is natively supported by the OS.

	Huawei
	Reply to above:
This seems option 3: Using different IP address of the donor CU. i.e. relying on F1AP layer to differentiate the received message to corresponding F1AP entity by considering the source IP address.
It also works, if RAN3 agree on this option.

	Nokia
	Similar view as QC.

	Ericsson
	Agree F1AP layer should be able to differentiate

	Samsung
	I share the same understanding as QC. The source IP can be used. One thing I have to mention that this does not mean the two DUs should share the same IP address, i.e., IAB-DU3b can choose different IP address from the IAB-DU3a for F1 traffic transmission with IAB-DU3b terminating donor CU since IP address selection is IAB-DU’s implementation issue. In this sense, the DST IP address can be also used to differentiate packets towards to different DUs.

	LGE
	Agree with above companies. Upper layer like F1AP or IP layer can differentiate downstream traffic. BAP operation at MT side may not need to be specified.

	ZTE
	We agree that the option proposed by QC is a feasible solution. 

	vivo
	Agree with Lin.

	Apple
	Same understanding as Qualcomm. 
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