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Introduction
In last RAN2 meeting, the general part of AI/ML for NR Air-interface was discussed and the following agreements are achieved:
	R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions


And some RAN1 agreements and WAs in RAN1#111 meeting are also achieved:
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Besides many assumptions about the notation/terminology are also supported:
	Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 
Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model





Since there are two long email discussions about model transfer/delivery and data collection in RAN2, in this contribution, we mainly focus on other general parts of AI/ML item, based on the latest RAN1 agreements.
Discussion
0. Collaboration level clarification
There is no progress on collaboration levels in both last RAN1 and RAN2 meetings. It is the previous RAN1 assumption and agreements that:
	Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.
Agreement
Clarify Level x/y boundary as:
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)


RAN1 further clarify the boundary between the collaboration level x and y, and the boundary between the collaboration level y and z. From the clarification, collaboration level x is totally implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement. Therefore, collaboration level x should not have any specification impact. The performance of collaboration level x may even transparent for the 3GPP system.
Observation 1: Collaboration level x has no any specification impact, but collaboration level y and z have.
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]For collaboration level y and z, as described by RAN1, both may need LCM related signalling transmission, and if the model is needed to be transferred un-transparent to 3gpp signalling over the air interface, collaboration level z is appropriate. But from RAN2 point of view, the classification of the collaboration level(s) provided by RAN1 can be considered as a general definition for representation, RAN2 may directly focus on the detailed signalling/ assistance information transmission and/or the model transfer method(s) per use case.
Proposal 1 	RAN2 consider different collaboration level y and z as general concept, and will in the next step focus on the necessary mechanism/signaling/ assistance information transmission and the model transfer method(s) for the relevant AI/ML use cases.
0. Functional framework
It is suggest in the SID [1] that for the study on AI/ML for air-interface, the basic framework and principles agreed for RAN3 FS_NR_ENDC_data_collect, as captured in section 4 of TR 37.817 [2], should be taken into consideration for possible applicability.
In our view, the framework of AI/ML application in air interface should embody how AI/ML model is trained, deployed, monitored and interactive with other modules for wireless communication. Thus the framework shall at least include function blocks as: data collection, model training, model management, AI/ML model and actor. Figure 1 illustrates how these function blocks are interactive with each other. Potential data feedback from actor to data collection block is marked in dash line.
[image: ]
[bookmark: _Ref114492203]Figure 1 Functional framework of AI/ML in NR air interface
Compared to RAN3 framework, model management becomes much more complicated. Specifically, in RAN3, all AI/ML models are deployed within network. Thus all LCM operations are always up to network implementation and may not need to present in the functional framework. However, in RAN1, collaboration between UE and network is introduced for AI/ML based approaches. A model deployed in one node may also be (fully or partially) managed by the other node. Finer illusion is needed to demonstrate the difference. For example, the purpose of data collection becomes more complicated, e.g. training, inference and monitoring, which lead to different input and output directions. Such new features/functions require careful study than before. 
Observation 2: Compared to RAN3 framework, life cycle management becomes much more complicated in RAN1 framework and may need to be considered carefully.
In last RAN1 meetings, good consensus was reached on deferring functional framework discussion until sufficient progress is made on LCM [3]. From the view of study progress, sufficient process on LCM should be achieved firstly. And then we can consider the definition of RAN1 framework for AI/ML-based approach and the specification impact based on the framework. Further progress if any in RAN2 should also be taken into account. 
Proposal 2	The building blocks of the framework in TR37.817 can be taking as a starting point, additionally the model management is an important module to be taken into account in the general AI/ML framework in this study item. RAN2 assumes RAN1 will discuss from their perspective the necessary framework and RAN2 wait for more progress in RAN1 before further discuss the general framework for AI/ML. 
0. Life Cycle Management (LCM) steps
In RAN1#110 meeting, RAN1 agreed an initial procedure of Life Cycle Management (LCM) as follows, to control and manage the whole life of the AI/ML based function enhancement. But the steps and the necessity of some components are not clearly defined now.
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


In the LCM procedure, some steps are tentative and some steps may have not been well defined. Therefore generally speaking, RAN2 could first discuss which steps can have some discussion in RAN2 for the specification impact aspect, and the detailed content can be further discussed based on RAN1 progress made at each meeting.
Proposal 3	RAN2 protocol impact for the AI/ML use cases could be studied based on the Life Cycle Management steps defined by RAN1.
We general classify the LCM steps and analyses the potential RAN2 work as below, based on the RAN1 agreements made at last meeting:
[bookmark: _GoBack]In last meeting, RAN1 has defined both functionality-based LCM procedure and model-ID-based LCM procedure, and will study the mechanisms of indicating (selection)/activation/deactivation/switching/fallback based on individual AI/ML functionality or model IDs. Since whether or how to indicate functionality is still FFS in RAN1 discussion, RAN2 can discuss the model-ID-based LCM procedure firstly.
Proposal 4	RAN2 to discuss the model-ID-based LCM procedure firstly, and the functionality-based LCM procedure can wait for further RAN1 progress.
- Data collection
There is no progress on data collection in the last RAN1 meeting. The related RAN1 agreements about data collection up to now are:
	Agreement
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


From RAN1 agreement, it is obvious that the “Data collection” defined by RAN1 has a larger scope than the “Data collection” defined in TR37.817 which only contains providing input data for Model training and Model inference functions [2]. The “Data collection” defined by RAN1 can be used for the different LCM steps of model training, model inference, model monitoring, model selection, model update, etc.
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]RAN2 post email [054] after RAN2#120 meeting is about the data collection. Besides discussing the different LCM purposes, it is also proposed to wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can have a general analysis of existing frameworks. And the existing frameworks listed below can be considered as starting points for data collection: 
· SON&MDT;
· UE assistance information;
· early idle/inactive measurements;
· RRM measurement reports;
· CSI reporting framework;
· LPP Provide location information.
It is proposed in the email that when summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signaling, entities involved and configuration aspects. Since the content of the data is up to RAN1, a table below is provided to compare the general difference among existing frameworks for other metrics:
	[bookmark: OLE_LINK13][bookmark: OLE_LINK17]Existing framework
	Data size
	Latency and periodicity
	Signaling
	Entity involved (NW side)
	Possible applicable use case(s)

	Logged MDT (Metrics  of Immediate MDT is similar as RRM measurement report)
	Large
	Non-real-time report
	UEInformationResponse
	OAM, but can be utilized by gNB-CU
	CSI feedback enh
Beam management
Pos accuracy enh

	UE assistance information
	Middle
	Real-time report/ Non-real-time report
	UEAssistanceInformation
	gNB-CU
	CSI feedback enh
Beam management
Pos accuracy enh

	early idle/inactive measurements
	Middle
	Non-real-time report
	UEInformationResponse
	gNB-CU
	Pos accuracy enh[?]

	RRM measurement reports
	Middle
	Real-time report
	MeasurementReport
	gNB-CU
	Pos accuracy enh

	[bookmark: OLE_LINK18][bookmark: OLE_LINK19]CSI reporting framework
	Small
	Real-time report
	UCI of physical layer
	gNB-DU
	CSI feedback enh
Beam management

	LPP provide location information
	Large
	Real-time report/ Non-real-time report
	LPP message via SRB2
	LMF
	Pos accuracy enh


Table 1 Comparison among existing data collection frameworks
From the table, we can preliminary observe that SON&MDT report and LPP provide location information could convey large size of data/assistance information. SON&MDT report(expect immediate MDT) and early idle/inactive measurements can only provide non-real-time report which may be used for data collection of model training, and other frameworks could provide real-time report which may appropriate for model inference and model monitoring.
Observation 3: The SON&MDT report and LPP provide location information could convey larger size of data/assistance information compared with other existing frameworks.
Observation 4: The SON&MDT report and early idle/inactive measurements can only provide non-real-time report, and other existing frameworks could provide real-time report.
- Model training/inference operation
The involved RAN1 agreement about model training or model inference is about data collection as mentioned above. We think in many cases the model training and the model inference mainly involve internal operation of the UE and/or the network, and the protocol/signaling impact may not be as much as some of the other LCM steps. 
The terminology of One-sided (AI/ML) model and Two-sided (AI/ML) model are defined to indicate whether a joint inference is performed by both the network and the UE, e.g. for CSI compression, a two-sided model is used. And besides the inference type, whether a joint training is performed by both sides is also discussed for specific use case. By deciding the model training/inference side(s), main structure and the necessary assistance information transmitted between UE and gNB can be identified for different LCM steps for different sub-use cases.
Observation 5: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Proposal 5	Detailed RAN2 protocol/signaling impact between UE and gNB for model training/inference can be studied based on the RAN1 decision on the model training/inference side(s) per sub-use case.
- Model transfer
RAN2 post email [053] after RAN2#120 meeting is about the model transfer/delivery. It is summarized to agree on the principle of solutions:
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP). 
It is suggest RAN2 further discussing Solution 1a first, since it is the solution which can be more controlled by RAN2 and has less impact on other WGs. 
For Solution 2a/2b, the AI model is transferred between UE and CN node. Among current use cases under discussion, CSI feedback enhancement and Beam management can use these two solutions. But at least in current RAN1 discussion and assumption, these two use cases only involve UE and gNB: For CSI feedback enhancement, two-sided model is considered as high priority, the CSI generation part is at UE and the CSI reconstruction part is at gNB-DU; For Beam management, the AI/ML model inference can be set at UE side or gNB side. Both use cases has no relationship with any CN node now. Therefore to use Solution 2a/2b, the model transfer from gNB to the CN node is necessary in the flow. Considering the Model generalization, it may have benefit to converge the models trained by different gNBs to one CN node for updated training. And then the CN node could transfer the new model to all UEs for model inference.
Proposal 6: To use Solution 2a/2b, the model transfer from gNB to the CN node is necessary in the flow.
Solution 3a/3b can only be used for positioning accuracy enhancement use case, and these two solutions can be applicable to the 3 cases defined in RAN1#110bis:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning 
Especially for case2a/2b, the intermediate parameter(s) should be transferred between UE and LMF e.g. using the existing message in LPP specification which is transparent to the gNB node. Therefore, compared with solution 1a/1b for which the model transfer should be terminated in gNB, it is more convenient to transfer the AI model between UE and LMF using LPP specification.
Proposal 7: For positioning accuracy enhancement use case, use Solution 3a/3b is more convenient compared with Solution 1a/1b for model transfer.
- Model monitoring and the subsequent action(s)
The involved RAN1 agreements in previous RAN1 meetings are:
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


It is RAN2 agreement that a model is identified by a model ID, and RAN1 agree to support multiple AI models for the same functionality. Therefore, the RAN1 agreements can be concluded as two parts:
· Multiple AI models for the same functionality based on different model IDs is supported, and the model selection and switching may need procedure and assistance signaling transfer;
· Policy management function can be stayed in the UE or in the NW after monitoring. On one hand, the conditions to trigger different actions can be different, and the input parameters for Policy management function e.g. trigger criteria may need to be configured; one the other hand, the output of the Policy management function e.g. model switching/fallback/update may be informed to the other side. In a word, the configuration of monitoring parameters and the monitoring result/triggered action may need to be indicated to the other side.
For example, if model training is performed in the network side, and if the model inference and monitoring are performed in the UE side, the general procedures of network or UE decision can be as the figure 2 below:


   
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Figure 2(a) Decision after monitoring by UE                Figure 2(b) Decision after monitoring by Network
Therefore, the procedure for transmit the assistance information depend on the model monitoring side and in which side to decide the action(s) based on the evaluation of model monitoring.
Observation 6: The model monitoring/decision side(s) may largely impact the RAN2 specification of assistance information transfer.
Proposal 8	RAN2 expects protocol/signaling impact between UE and gNB, for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update. Further studies can be done per use case.
- Other LCM steps 
Other LCM steps include Model registration, Model deployment, Model configuration and UE capability.
The involved RAN1 agreements are:
	Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.


Since most steps above are not well discussed by RAN1, RAN2 could wait for more RAN1 progress for the definition and description of such steps.
Proposal 9	RAN2 wait for more RAN1 progresses before discussion on the other LCM steps, e.g., model registration, model deployment, model configuration.
For UE capability, it is necessary to be transfer between the UE and the network nodes, but it seems most capabilities shall rely on the RAN1conclusion and it is too early to be discussed in RAN2. We suggest discussing the UE capability transmission/indication for AI/ML over air interface in WI phase.
Proposal 10	RAN2 wait for more RAN1/RAN2 progresses before discussion on UE capability aspects for AI/ML over air interface.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For collaboration level clarification:
Observation 1: Collaboration level x has no any specification impact, but collaboration level y and z have.
Proposal 1 	RAN2 consider different collaboration level y and z as general concept, and will in the next step focus on the necessary mechanism/signaling/ assistance information transmission and the model transfer method(s) for the relevant AI/ML use cases.
For functional framework:
 Observation 2: Compared to RAN3 framework, life cycle management becomes much more complicated in RAN1 framework and may need to be considered carefully.
Proposal 2	The building blocks of the framework in TR37.817 can be taking as a starting point, additionally the model management is an important module to be taken into account in the general AI/ML framework in this study item. RAN2 assumes RAN1 will discuss from their perspective the necessary framework and RAN2 wait for more progress in RAN1 before further discuss the general framework for AI/ML. 
For Life Cycle Management (LCM) steps:
Proposal 3	RAN2 protocol impact for the AI/ML use cases could be studied based on the Life Cycle Management steps defined by RAN1.
Proposal 4	RAN2 to discuss the model-ID-based LCM procedure firstly, and the functionality-based LCM procedure can wait for further RAN1 progress.
Observation 3: The SON&MDT report and LPP provide location information could convey larger size of data/assistance information compared with other existing frameworks.
Observation 4: The SON&MDT report and early idle/inactive measurements can only provide non-real-time report, and other existing frameworks could provide real-time report.
Observation 5: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Proposal 5	Detailed RAN2 protocol/signaling impact between UE and gNB for model training/inference can be studied based on the RAN1 decision on the model training/inference side(s) per sub-use case.
Proposal 6: To use Solution 2a/2b, the model transfer from gNB to the CN node is necessary in the flow.
Proposal 7: For positioning accuracy enhancement use case, use Solution 3a/3b is more convenient compared with Solution 1a/1b for model transfer.
Observation 6: The model monitoring/decision side(s) may largely impact the RAN2 specification of assistance information transfer.
Proposal 8	RAN2 expects protocol/signaling impact between UE and gNB, for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update. Further studies can be done per use case.
Proposal 9	RAN2 wait for more RAN1 progresses before discussion on the other LCM steps, e.g., model registration, model deployment, model configuration.
Proposal 10	RAN2 wait for more RAN1/RAN2 progresses before discussion on UE capability aspects for AI/ML over air interface.
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