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1. Introduction

In RAN1#110b_e meeting, the following agreement was made for data collection [1]:
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined).
In this contribution, we will focus on data collection topic for R18 AIML SID and figure out the potential questions to be asked to RAN1 for clarification. This contribution will try to avoid any duplicated discussion covered by the allocated data collection post email.
2. Discussion 
Data collection topic hasn’t been discussed too much by RAN2 group, in RAN2#120 meeting, data collection topic was raised by some companies, but no conclusion was made during the meeting, the following post email was allocated for continuation [2]:
· [Post120][054][AIML18] Data collection (Ericsson / vivo)


Scope: Long email discussion for next meeting, on data collection (focus on monitoring and training), on to what extent existing methods can be useful including also identifying these existing methods and their potential extensions

Intended outcome: Report


Deadline: Long

The above post email tries to focus on data collection discussion on model training and monitoring, but there is no differentiation between model training and monitoring when setting questions. Based on companies’ feedback, people would like to split the discussion between model training and monitoring as the data collection requirements may be quite different for different LCM purpose, which is also aligned with the following RAN1 agreements made during RAN1#110b_e meeting [1]:

Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined).

Observation1: RAN1 assumes that Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
Logically speaking, when RAN2 is involved to consider the potential spec impact on data collection for R18 AIML, the normal work procedure is like the followings:
· RAN1 identifies the data collection scenarios, e.g. model training, model monitoring, for each typical RAN1-led use cases and analyses the potential data collection requirements for each applied scenario per use case;
· A coordination LS is sent from RAN1 to inform RAN2 of the potential data collection requirements for each applied scenario per use case, which will trigger RAN2 work on procedure and signaling discussion on data collection for each applied scenario per use case;
· RAN2 analyses whether existing data collection framework can be reused for the new data collection requirements from RAN1 LS and decides whether any enhancement is needed on top of existing data collection framework to meet RAN1 data collection requirements;
Unfortunately, RAN1 has not made significant progress on data collection requirements yet, so no coordination LS has been sent to RAN2 to trigger valuable discussion. But from RAN2 perspective, companies believe the spec impact on data collection for R18 AIML SID will definitely involve RAN2 work, especially on configuration and reporting procedure. More addition, where the LCM individual functionality resides also influences how to design the data collection requirements, for instance, if model is trained at OTT server, the way to obtain dataset for model training can leave up to implementation, but if model is trained at gNB, a specified dataset acquisition method may be needed, so RAN1 may be also waiting for some clarification from high layer on data collection requirements.
Observation2: Where the LCM individual functionality resides also influences how to design the data collection requirements.
To break the above situation, RAN2 can be more proactive. This does not mean that RAN2 will make decision on data collection ahead of RAN1, instead, RAN2 can analyze something which needs RAN2 guidance to help RAN1 to speed up the discussion on data collection. Where the LCM individual functionality resides is definitely a high layer led topic as clarified by RAN1 agreements [3]. 
Conclusion

· RAN1 discussion should focus on network-UE interaction.

· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

Where the LCM individual functionality resides should be discussed per LCM procedure per use case. We think the most challenging aspect is data collection for model training, so we can start from model training.

Two types of model training method, i.e. Online training and Offline training, are raised by RAN1 and the definition for each type of model training method is given below [4]:
Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 

Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.

Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.

Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.


Based on the above definition, we can conclude that for Online training, model training and mode inference should be co-located, while for Offline training, model training and mode inference can be either co-located or distributed in different function entity.
Observation3: For Online training, model training and mode inference should be co-located, while for Offline training, model training and mode inference can be either co-located or distributed in different function entity.
For Online training, the newly collected data should be continuously used for model training in (near) real-time manner, which means data collection procedure used for Online training should be terminated at the entity where the model training performs or at the entity which has very short time delay when communicating with the entity where the model training performs. This principle can be applied to all types of model, i.e. UE side model, network side model and two side model.
Observation4: Data collection procedure used for Online training should be terminated at the entity where the model training performs or at the entity which has very short time delay when communicating with the entity where the model training performs.
Based on observation4, we have the following proposal:
Proposal1: If Online training method is used, the following principle can be applied to each use case:
For CSI feedback use case, data collection for model training is terminated at UE for UE side model, while data collection for model training is terminated at DU or CU or gNB for gNB side model;
For beam management use case, data collection for model training is terminated at UE for UE side model, while data collection for model training is terminated at DU or CU or gNB for gNB side model;

For positioning use case, data collection for model training is terminated at UE for UE side model, data collection for model training is terminated at DU or CU or gNB for gNB side model, and data collection for model training is terminated at LMF for LMF side model.
For Offline training, the situation is a little bit complex as the model training and model inference can be located at different function entity even without strict time delay limitation on data collection for model training. Model transfer/delivery procedure may be also involved for Offline training if model inference is located at a separate function entity compared to model training, so Offline training is totally different than Online training. 
Observation5: For Offline training, model training and model inference can be located at different function entity even without strict time delay limitation on data collection for model training.
In theory, data collection procedure for Offline training can be terminated at anywhere in the communication system, but from feasibility perspective, how model is transferred/delivered to the entity where the model inference performs may also influence where the data collection procedure for Offline training is terminated. Logically speaking, data collection procedure for Offline training is usually terminated at the entity where the model training performs, this can save some extra work to delivery collected data to model training entity in another step, but not always applied, case by case discussion is still needed.
Observation6: How model is transferred/delivered to the entity where the model inference performs may also influence where the data collection procedure for Offline training is terminated.

Based on Observation5 and Observation6, we have another proposal:

Proposal2: If Offline training method is used, where the data collection procedure for Offline training is terminated should be considered case by case.
Proposal2 is far from enough if RAN2 wants to speed up RAN1 discussion on designing data collection requirements for Offline training. RAN2 still needs to go deeper into each use case.
Offline training on positioning use case may be relatively easy to discuss, so we can start from this one. For positioning model Offline training, all types of positioning model, i.e. UE side model, gNB side model and LMF side model, can be trained at LMF, this is logically fine as LMF is the manager entity for positioning and model transfer/delivery method can be used to transmit UE side/gNB side model to UE/gNB. But this judgement has an assumption that no extra benefits we can get if positioning model is Offline trained in UE/gNB for UE side model/gNB side model. Actually, the above-mentioned judgement may be not true from RAN1 perspective, so some clarification from RAN1 is still needed, the following questions can be asked by RAN2:
· Is there any extra benefits, e.g. data privacy, high accuracy model, if UE side positioning model is Offline trained at UE instead of being trained at LMF?
· Is there any extra benefits, e.g. data privacy, high accuracy model, if gNB side positioning model is Offline trained at gNB instead of being trained at LMF?
Proposal3: For positioning use case, RAN2 assumes that data collection for Offline model training at least can be terminated at LMF for all types of model, i.e. UE side model, gNB side model and LMF side model.
Proposal4: RAN2 has not decided yet on whether to support UE side positioning model to be Offline trained at UE or whether to support gNB side positioning model to be Offline trained at gNB, and would like to ask the following questions to RAN1 for clarification:
· Is there any extra benefits, e.g. data privacy, high accuracy model, if UE side positioning model is Offline trained at UE instead of being trained at LMF?

· Is there any extra benefits, e.g. data privacy, high accuracy model, if gNB side positioning model is Offline trained at gNB instead of being trained at LMF?
For CSI feedback and beam management use case, we think data collection for Offline model training at least can be terminated at gNB for all types of model, i.e. UE side model and gNB side model, as the model will be used for inference based on physical layer inputs. CN entity, e.g. AMF, NWDAF, may be possible to collect training data, but it’s strange that L1 metrics are collected by CN which usually shows no interest for radio metrics. But OAM and OTT server may be possible to collect physical layer metrics based on current data collection method. The former case will involve work from SA5 while the latter case may fall into implementation. Also considering there is no TU budget for SA group, OAM based data collection method can be deprioritized at this stage. For UE side model, it’s also possible to be Offline trained at UE, but the extra benefit is still unclear considering UE usually has low capability for model training, so some clarification may be needed from RAN1. In summary, the following question is deserved to ask to RAN1 for CSI feedback and beam management use case for Offline training:
· Is there any extra benefits, e.g. data privacy, high accuracy model, if UE side CSI feedback/beam management model is Offline trained at UE instead of being trained at gNB?

· Is it possible that CSI feedback/beam management model, i.e. UE side model or gNB side mode, is Offline trained at OTT server, if so, what data collection method is desirable for this scenario?

Proposal5: For CSI feedback/beam management use case, RAN2 assumes that data collection for Offline model training at least can be terminated at gNB for all types of model, i.e. UE side model and gNB side model.

Proposal6: For CSI feedback/beam management use case, RAN2 assumes that data collection for Offline model training shall not be terminated at CN, e.g. AMF, NWDAF, for all types of model, i.e. UE side model and gNB side model.

Proposal7: For CSI feedback/beam management use case, RAN2 assumes the case that data collection for Offline model training is terminated at OAM should be deprioritized for all types of model, i.e. UE side model and gNB side model, in R18 AIML SID.
Proposal8: For CSI feedback/beam management use case, RAN2 would like to ask the following questions to RAN1 for clarification:
· Is there any extra benefits, e.g. data privacy, high accuracy model, if UE side CSI feedback/beam management model is Offline trained at UE instead of being trained at gNB?

· Is it possible that CSI feedback/beam management model, i.e. UE side model or gNB side mode, is Offline trained at OTT server, if so, what data collection method is desirable for this scenario?

According to RAN1 guidance, data collection may be performed for model update as well. Considering model update is a special kind of model training, we can prioritize data collection discussion for model training. After we finish the discussion for model training on data collection, we can reevaluate whether any difference should be addressed for model update compared to model training.
Proposal9: RAN2 assumes data collection for model update will be deprioritized before sufficient progress has been made on data collection for model training.
Regarding data collection for model inference, model monitoring and model selection, data collection requirements highly rely on use case specific discussion in RAN1. Taking model monitoring as example, which type of model, e.g. UE side model or network side model, is used and which node, e.g. UE or network, controls model monitoring will jointly decide what kind of data collection requirements is needed, so it’s premature for RAN2 to discuss the data collection for model inference, model monitoring and model selection.
Proposal10: Postpone the discussion on Data collection for model inference, model monitoring and model selection before sufficient progress has been made by RAN1.
To speed up RAN1 discussion on data collection, RAN2 should inform RAN1 of our agreements and/or questions for data collection.
Proposal11: Send LS to RAN1 to inform them of RAN2 agreements and/or questions for data collection.
3. Conclusion
In conclusion, we propose the followings:

Observation1: RAN1 assumes that Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
Observation2: Where the LCM individual functionality resides also influences how to design the data collection requirements.
Observation3: For Online training, model training and mode inference should be co-located, while for Offline training, model training and mode inference can be either co-located or distributed in different function entity.
Observation4: Data collection procedure used for Online training should be terminated at the entity where the model training performs or at the entity which has very short time delay when communicating with the entity where the model training performs.
Observation5: For Offline training, model training and model inference can be located at different function entity even without strict time delay limitation on data collection for model training.
Observation6: How model is transferred/delivered to the entity where the model inference performs may also influence where the data collection procedure for Offline training is terminated.

Proposal1: If Online training method is used, the following principle can be applied to each use case:
For CSI feedback use case, data collection for model training is terminated at UE for UE side model, while data collection for model training is terminated at DU or CU or gNB for gNB side model;

For beam management use case, data collection for model training is terminated at UE for UE side model, while data collection for model training is terminated at DU or CU or gNB for gNB side model;

For positioning use case, data collection for model training is terminated at UE for UE side model, data collection for model training is terminated at DU or CU or gNB for gNB side model, and data collection for model training is terminated at LMF for LMF side model.

Proposal2: If Offline training method is used, where the data collection procedure for Offline training is terminated should be considered case by case.
Proposal3: For positioning use case, RAN2 assumes that data collection for Offline model training at least can be terminated at LMF for all types of model, i.e. UE side model, gNB side model and LMF side model.

Proposal4: RAN2 has not decided yet on whether to support UE side positioning model to be Offline trained at UE or whether to support gNB side positioning model to be Offline trained at gNB, and would like to ask the following questions to RAN1 for clarification:

· Is there any extra benefits, e.g. data privacy, high accuracy model, if UE side positioning model is Offline trained at UE instead of being trained at LMF?

· Is there any extra benefits, e.g. data privacy, high accuracy model, if gNB side positioning model is Offline trained at gNB instead of being trained at LMF?
Proposal5: For CSI feedback/beam management use case, RAN2 assumes that data collection for Offline model training at least can be terminated at gNB for all types of model, i.e. UE side model and gNB side model.

Proposal6: For CSI feedback/beam management use case, RAN2 assumes that data collection for Offline model training shall not be terminated at CN, e.g. AMF, NWDAF, for all types of model, i.e. UE side model and gNB side model.

Proposal7: For CSI feedback/beam management use case, RAN2 assumes the case that data collection for Offline model training is terminated at OAM should be deprioritized for all types of model, i.e. UE side model and gNB side model, in R18 AIML SID.
Proposal8: For CSI feedback/beam management use case, RAN2 would like to ask the following questions to RAN1 for clarification:

· Is there any extra benefits, e.g. data privacy, high accuracy model, if UE side CSI feedback/beam management model is Offline trained at UE instead of being trained at gNB?

· Is it possible that CSI feedback/beam management model, i.e. UE side model or gNB side mode, is Offline trained at OTT server, if so, what data collection method is desirable for this scenario?

Proposal9: RAN2 assumes data collection for model update will be deprioritized before sufficient progress has been made on data collection for model training.
Proposal10: Postpone the discussion on Data collection for model inference, model monitoring and model selection before sufficient progress has been made by RAN1.
Proposal11: Send LS to RAN1 to inform them of RAN2 agreements and/or questions for data collection.
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