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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
This contribution clarifies how the Resource Pool index field in DCI Format 3_0 indexes the resource pools jointly within sl-TxPoolScheduling and sl-DiscTxPoolScheduling by using the sl-ResourcePoolID, when both of the pool lists are configured. Note that this solution is feasible based on the below agreement to Rel-16 NR V2X with only sl-TxPoolScheduling:
	R2-2211218	Discussion on resource pool index	OPPO	discussion	Rel-16	5G_V2X_NRSL-Core
(modified) Proposal 1	R2 understands that the resource pool index in DCI format 3_0 is defined as the value is indexed sequentially from 0 in the same ascending order (based on the value of sl-ResourcePoolID-r16) of pools configured in sl-TxPoolScheduling.

· Agreed. 






2.	Discussion
Based on the above Rel-16 NR V2X agreement and noting that the sl-ResourcePoolID is globally unique within a UE, there can be two ways to do joint resource pool indexing among the resource pools in sl-TxPoolSchedulng and sl-DiscTxPoolScheduling:
· Global resource pool ID based indexing (Opt. 1): Use the sl-ResourcePoolID to jointly index the pools in sl-TxPoolScheduling and sl-DiscTxPoolScheduling, no matter whether the resource pool is in sl-TxPoolScheduling or in sl-DiscTxPoolScheduling; 
· Sequential pool list indexing (Opt.2): Specify the order that the resource pools in sl-TxPoolScheduling is first indexed, and then the resource pools in sl-DiscPoolScheduling, where in each pool list the Rel-16 NR V2X agreement is used. 
Global resource ID based indexing (Opt. 1) is what we raised during Tuesday session and explained in the reflector, whereas Sequential pool list indexing (Opt.2) is now included in the draft CR provided in [AT120][409][Relay]. We use the following example to compare the two solutions. Consider an example that two pools are included in sl-TxPoolScheduling and two pools are included in sl-DiscTxPoolScheduling with the sl-ResourcePoolID assigned as in the following table. Then: Opt. 1 is shown in the cyan column below, whereas Opt.2 in the yellow column is now:
	sl-ResourcePoolID
	In which pool type
	'Resource pool index' in a DCI format 3_0 –Global resource pool ID based indexing (Opt.1)
	'Resource pool index' in a DCI format 3_0 – Sequential pool list indexing (Opt.2)

	0
	sl-TxPoolScheduling
	000
	000

	1
	sl-DiscTxPoolScheduling
	001
	010

	3
	sl-TxPoolScheduling
	010
	001

	4
	sl-DiscTxPoolScheduling
	011
	011



Global resource pool ID based indexing (Opt.1)
Since the sl-ResourcePoolID value is globally unique within a UE, as long as the Resource pool index refers to the pool in the ascending order of the sl-ResourcePoolID of the pools, it will automatically refer to a unique pool regardless of whether the pool is in sl-TxPoolScheduling or sl-DiscTxPoolScheduling, without ambiguity as in the cyan column above. This actually resorts to the global uniqueness of the sl-ResourcePoolID, thus avoiding specifying the order that which pool list is indexed first. 
This option will only lead to a specification change as follows (which is no larger, or even smaller, than the Spec impact that the Rapporteur put in the Draft CR in [AT120][409][Relay]):
Table 1: An example of how Opt.1 changes the Spec.
	SL-BWP-DiscPoolConfig field descriptions

	sl-DiscTxPoolScheduling
When this field is configured together with sl-TxPoolScheduling, the resource pools in sl-TxPoolScheduling and sl-DiscTxPoolScheduling are indexed in the ascending order of the sl-ResourcePoolID each pool is associated with by the Resource pool index field in DCI Format 3_0 (See TS 38.212)



Sequential pool list based indexing (Opt.2)
As how the draft CR in [AT120][409][Relay]) changes the Spec (cited as follows), this option needs to additionally define which pool list is first indexed (i.e. the 1, …, x-1 for sl-TxPoolScheduling below), and which pool list is next indexed (i.e. the x, x+1, …, x+y-1 for sl-DiscTxPoolScheduling below), on top of the Rel-16 NR V2X agreement shown above. 
Table 2: Opt.2 currently implemented in the Draft CR in [AT120][409][Relay]
	SL-BWP-DiscPoolConfig field descriptions

	sl-DiscTxPoolScheduling
Indicates the resources by which the UE is allowed to transmit NR sidelink discover based on network scheduling on the configured BWP. For the PSFCH related configuration, if configured, will be used for PSFCH transmission/reception.
When this field is configured together with sl-TxPoolScheduling, the resource pool index (which is used in DCI Format 3_0 in TS 38.212 [17], clause 7.3.1.4.1) is defined as 0, 1,  …,  x-1 for  the resource pools included in the sl-TxPoolScheduling, and x, x+1, …, x+y-1 is for the resource pools included in sl-DiscTxPoolScheduling, where x is the number of the resource pools in sl-TxPoolScheduling, and y is the number of resource pools in sl-DiscTxPoolScheduling.



Comparison between Opt.1 and Opt.1 
Thanks to the uniqueness of sl-ResourcePoolID, Opt.1 is actually just reusing the Rel-16 NR V2X agreement shown above, and directly extending this agreement from the Rel-16 case that only sl-TxPoolScheduling is configured to the Rel-17 case that both sl-TxPoolScheduling and sl-DiscTxPoolScheduling are configured. By contrast, Opt.2 actually does the extra thing to define the indexing order between sl-TxPoolScheduling and sl-DiscTxPoolScheduling on top of Rel-16 NR V2X agreement. So, from Spec change point of view, it is actually Opt.2 that introduces more Spec impact than Opt.1 which is just simply reuse and extension. Also, since sl-ResourcePoolID is uniquely assigned, using the ID value as in Opt.1 the anchor point for the pool reference is already clear and actually more straightforward for understanding, whereas there is no clear reason why we need to first order the pools in each pool list locally and then concatenate them together as in Opt.2 (which is necessary only when the sl-ResourcePoolID is locally assigned).
Observation 1: Using globally unique resource pool ID to index the resource pools (i.e. Opt.1) is simply reusing and extending the Rel-16 NR V2X agreement to the Rel-17 case with both sl-TxPoolScheduling and sl-DiscTxPoolScheduling configured, whereas sequentially indexing the pools in sl-TxPoolScheduling and sl-DiscTxPoolScheduling (i.e. Opt.2) actually brings extra Spec impact to specify the order in which the two pool lists are indexed on top of Rel-16 NR V2X agreement. 
Based on the above observations, we request RAN2 to further consider whether to adopt Opt.1 than Opt.2. 
Proposal: RAN2 to confirm whether to adopt Global resource pool ID based indexing (as in Opt.1) instead of the sequential pool list indexing (as in Opt.2) for Resource pool index in DCI Format 3_0. If yes, adopt the following field description to sl-DiscTxPoolScheduling:
· When this field is configured together with sl-TxPoolScheduling, the resource pools in sl-TxPoolScheduling and sl-DiscTxPoolScheduling are indexed in the ascending order of the sl-ResourcePoolID each pool is associated with by the Resource pool index field in DCI Format 3_0 (See TS 38.212).



3.	Conclusion
The observation and proposal in this paper are listed as follows:
Observation 1: Using globally unique resource pool ID to index the resource pools (i.e. Opt.1) is simply reusing and extending the Rel-16 NR V2X agreement to the Rel-17 case with both sl-TxPoolScheduling and sl-DiscTxPoolScheduling configured, whereas sequentially indexing the pools in sl-TxPoolScheduling and sl-DiscTxPoolScheduling (i.e. Opt.2) actually brings extra Spec impact to specify the order in which the two pool lists are indexed on top of Rel-16 NR V2X agreement. 
Proposal: RAN2 to confirm whether to adopt Global resource pool ID based indexing (as in Opt.1) instead of the sequential pool list indexing (as in Opt.2) for Resource pool index in DCI Format 3_0. If yes, adopt the following field description to sl-DiscTxPoolScheduling:
· When this field is configured together with sl-TxPoolScheduling, the resource pools in sl-TxPoolScheduling and sl-DiscTxPoolScheduling are indexed in the ascending order of the sl-ResourcePoolID each pool is associated with by the Resource pool index field in DCI Format 3_0 (See TS 38.212).
