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1	Introduction
[bookmark: _Ref178064866]In [1], a new Study Item identifying three main areas of study, i.e., XR-Awareness in RAN, XR specific power savings and XR specific capacity improvements, was agreed. 
“Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.”
In RAN2#119-bis-e the following agreements related to study topic was made.
· 1: From RAN2 viewpoint, the following information would be useful for PDU set handling in UL and DL:
· Semi-static information (from CN to RAN): At least PSER and PSDB. 
· Dynamic information: At least identifying which PDU belongs to which data burst/PDU set is also needed, including means to determine at least PDU set boundaries.
· Capture the models 1a/b, 2a/b in TR and indicate what is possible in current specifications and how. FFS how LCH options work in each case
· 1. 	SDAP maps each data packet in a PDU set to a single PDCP SDU, as in legacy (i.e. each PDU is only mapped to a single SDU).
· 3.	HARQ and RLC re-/transmissions for XR traffic are done as in legacy (i.e. they are not based on XR PDU sets). 
In this contribution we discuss how RAN can make use of PDU Set and Data burst in UL/DL direction, mapping to DRB, order of delivery and provide a discussion on the LS response sent from SA2.
2	Discussion PDU Set and Data burst
In TR 38.838, a model for XR traffic was agreed for evaluating capacity and power saving aspects in a 5G NR system. The model considers the multi-flow nature of XR traffic, which includes video, audio and pose flows, in DL and/or UL directions. The flows described in the TR have different periodicity and packet delay budget (PDB) constraints. Moreover, such flows are composed by application packets of different size (e.g., a video frame may be referred to as application packet). Therefore, to address the requirements of each XR flow in RAN, information about the flows and application packets therein is needed to enable enhancements for capacity and power saving.
In [2] we consistently used the term "application packet", following the definition of “packet” as described in section 5.1.1.1 in TR 38.838 [3], to identify an entire application information unit, e.g., a video frame. 
However, in RAN2#119 it was agreed that RAN2 consider the ‘PDU Set’ and ‘Data Burst’ concept as defined in SA2. Adapting to the RAN2 agreement, we clarify in this contribution that in our view an ‘application packet’ will be mapped to a single ‘PDU Set’ and that the concept of ‘Data Burst’ has questionable usefulness for RAN2 solutions. 
The term ‘Data Burst’ is currently defined in TR 23.700-60-120 [4] as: “a set of multiple PDUs generated and sent by the application in a short period of time.”. In our view this definition is ambiguous since it is unclear as what constitutes “a short period of time” and what is the relation between these PDUs. It is always up to the application how to map the application information. There are two major flavours of encoding video frames, encoding the whole frame in one go or spreading out the encoding on a number of frame slices. The suitable behaviour for RAN solutions is the first encoding flavour as this makes it possible for a frame to be mapped to a single PDU Set introducing subsequent silent periods. These silent periods enable capacity solutions such as delay scheduling and PDU Set dropping, but also power saving as it enables the most sleep. The other encoding flavour of spreading out the data generation disables any capacity solutions, as the frame will be spread out over multiple PDU Sets with unknown total size which makes it impossible to do any prediction of scheduling or dropping. It also limits the possibility to sleep. In general encoding algorithms that spread out frame encoding over multiple slices will create data in continuous fashion, basically making it impossible for any sleep at all. 
In conclusion, for the solutions that show gain in capacity and power saving it is important that the requirements are the same for all the data to be handled, e.g. the same delivery time and periodicity. The focus for RAN should thus be of handling data with a single set of requirements, i.e. one PDU Set. A ‘Data Burst’ constituting multiple PDU Sets sent back-to-back with the same requirements could just as well be mapped to a single PDU Set by the application. For PDU Sets generated in a continuous fashion over a longer time, so that they can’t be mapped to a single PDU Set, there are little to no gains possible with RAN2 solutions.  
[bookmark: _Toc118408566]Video encoders can generate frame data in different fashions but only the one that make it possible for the whole frame to be mapped to one PDU Set enables good RAN solutions
[bookmark: _Toc118408572]RAN2 focus on solutions when a frame is mapped to a single PDU Set
Companies have raised concerns that there may be XR traffic that doesn’t consist of PDU Sets. However, there are nothing in current definitions that restricts small application packets, e.g. pose, to be mapped to PDU Sets. Even if that PDU Set would then only contain one IP packet.
[bookmark: _Toc118408567]Data from all XR traffic flows can be mapped to PDU Sets
2.1 Dynamic and static information needed in RAN
To enable capacity and power saving enhancement discussed in [5] and [6], dynamic and static information about the PDU Set may be exposed to the RAN in different ways. In this context dynamic information would encompass information signalled for instance by the application in RTP extension headers in the IP packets associated to the PDU Set. Static information on the other hand would be provided once or infrequently. This information could be obtained by different means, for example, through an updated 5G Quality of Service (QoS) framework, learned by the network, or signalled by the application. SA2 and SA4 are discussing the means how to achieve this information. RAN2 should identify, however, what information is useful, how it can be used, and the benefits the information provides to the capacity or energy consumption. A short list of dynamic and static application information needed in RAN is presented in Table 1 below.
	Information type
	Dynamic information
	Semi Static information
	Gain 

	Traffic flow periodicity
	(x)
	x
	PS: up to 19% (CDRX + two-stage DRX) [6]
C: up to 76 % (Pre-scheduling)  [5] [7]

	PDU Set delay budget
	(x)
	x
	C: 10 % (delay scheduling & dropping) [5] 


	PDU Set Sequence Number
	x
	
	C: 10 % (delay scheduling & dropping) [5] 
PS: up to 27% ( CDRX + PDCCH Skipping + two-stage DRX ) [6]

	PDU Set size (number of bytes)
	x
	
	C: 10 % (delay scheduling & dropping) [5] 
PS: up to 27% ( CDRX + PDCCH Skipping + two-stage DRX ) [6]

	Jitter statistics, e.g., distribution, range
	
	x
	PS: up to 19 % (CDRX + two-stage DRX )  [6]


Table 1 Summary of application information useful for RAN, (x) indicates that the information may in some cases be considered dynamic depending on application, e.g application triggered events, (frame)rate adaptation etc. C = Capacity , PS = Power Saving.


For dynamic information the UPF can process and forward the necessary information to the network using a GTP-U header extension tunnel on the NG-U interface connecting UPF to the access network. The access network may then choose to forward information to the appropriate DU (in case of spilt architecture) or gNB on the F1-U and Xn-U interfaces, respectively, performing optimizations to select the correct terminal. 
Static information on the other hand may be included as a QoS flow parameters configured by an AF function in the 5G core network and signalled on the NGAP interface. Some parameters may require infrequent updates. Rate-adaptation and/or frame rate adaption can impact both the requirements on the network and characteristics of the traffic. Required PDB may be relaxed or further restricted, periodicities and average throughput may fluctuate. These changes may occur often or seldom completely dependent on application implementation hence changes to traffic pattern information and requirements should be updated accordingly. 
[bookmark: _Toc70424553][bookmark: _Toc118408573][bookmark: _Ref189046994]RAN2 should consider the following dynamic PDU Set information useful 
· [bookmark: _Toc118408574]PDU Set Sequence Number and association of IP packets to a given PDU set
· [bookmark: _Toc118408575]PDU Set size (number of bytes in PDU Set)
[bookmark: _Toc118408576]RAN2 should consider the following (semi-) static information useful
· [bookmark: _Toc118408577]Traffic flow periodicity
· [bookmark: _Toc118408578]Jitter statistics e.g., distribution, range
· [bookmark: _Toc118408579]PDU Set Delay Budget
[bookmark: _Toc118408580]Inform RAN3/SA2 about the application information useful for RAN2 solutions.
2.1.1	PDU Set UL Handling
It Is assumed that the parameters in the table are available in the UE for UL PDU Set handling. For example, The PDU Set size information, known up-front (on the first PDU entering the UE buffer), can be used together with the PDU Set SN to enable enhancements to the Buffer Status Report mechanism. Remaining PDU Set Delay budget forwarded in BSR can be used to enable a delay aware scheduler. 
[bookmark: _Toc118408581]PDU Set application information/awareness should be available in the UE and the NW to enable UL PDU Set handling  
2.1.2	PDU Set DRB mapping and QoS
XR traffic will most likely constitute multiple flows in both UL and DL. Depending on application, these flows may have varying requirement in terms of bitrate and latency. Some companies have argued that codec specific concept such as I frame/slice and P frame/slices etc, have different requirement/characteristics that must be identified in the 5GS system for differentiated PDU Set handling. In our view such differentiation is not necessary as it is very complex and difficult to understand the gains in doing so. In [8] and [9] we present simulation results where frame type dependencies and prioritization have been considered. In these simulations the result shows no capacity gains differentiating between frame types. 
Current QoS framework already includes various parameters that can be associated with traffic flows for differentiated treatment in RAN. In our understanding such framework can be re-used for XR-services with the extension of PDU Set specific parameters. With such framework in place, it is left to application to determine/identify the traffic flows and their requirements, signal them to 5GS/RAN and encapsulate IP packets into PDU Sets. In our preference we would like to see that such traffic flows will be mapped to separate QFI/5QI. As per existing means, it is then left to implementation to choose how these QFI map to different DRB to fulfill these requirements. 
[bookmark: _Toc118408568]XR traffic flows with different requirement can be mapped to different QFI/5QI
[bookmark: _Toc118408569]It is left to implementation how RAN maps different QFI to different DRBs
[bookmark: _Toc118408582]Further enhancement in existing QFI-to-DRB mapping are not needed for PDU set level QoS support 
[bookmark: _Toc118408583]Capture TP in Annex 1 about Dynamic and Static application information in TR 38.835 Section 5.1 XR-awareness
[bookmark: _Toc118408584]Capture TP in Annex 2 about PDU Set QoS and DRB mapping in TR 38.835
2.1.3	Order of delivery
In RAN119-bis several companies discussed the impact different QoS mapping schemes (sub-QoS vs Legacy QoS) may have on the order of delivery. The main concern was that If different PDU Set types with varying importance levels where mapped to separate QoS flows, PDU Set’s will be prioritised differently and arrive out of order at the application layer. Thus, enhancements to RAN is needed to ensure the in-order delivery of PDU Set’s.
In our view such enhancements are not needed. First thing to note is that if a different prioritization scheme than order of arrival is used for PDU Sets then the intention must be that the PDU Sets can be delivered out of order. Otherwise there will be no theoretical gain with the prioritization scheme. The PDU Sets that is down prioritized can be seen as discarded, since that will be the likely outcome in most scenarios. The scenarios and consequences of prioritization schemes is more detailed described in our sister contribution on PDU Set prioritization [9].
Specifying new functionality to buffer PDU Sets before delivery to application layer/transport network in UE/gNB to ensure in-order delivery will likely undo any effect prioritisation may have had to begin with. In current specification IP packets are delivered per DRB in the order-of-arrival at RAN. Since DL IP packets may arrive to 5GS already out-of-ordered (there is no guarantee that the transport network between 5GS and application server ensure in-order delivery of packets), it makes very little sense for RAN to implement functionality that guarantees in-order delivery. Such functionality will only increase the overall packet delay of the XR service. It is therefore more reasonable to assume that it should be the responsibility of the application to handle out-of-order delivery of PDU Set and not assume that the transport network and RAN guarantee in-order delivery. However doing reordering in the application would likely be equally bad and as already described the whole idea of this type of prioritization will result in out-of-order delivery, thus there is no reason to do the prioritization of PDU Sets inside the same traffic flow.
[bookmark: _Toc118408570]If PDU Set where prioritised in any other way than the order of arrival, out of order PDU set’s is a likely outcome
[bookmark: _Toc118408571]Specifying new functionality to buffer PDU Sets before delivery to application layer/transport network in UE/gNB to ensure in-order delivery will likely undo any effect prioritisation may have had to begin with and increase the overall delay of the XR service.
[bookmark: _Toc118408585]RAN will not perform re-ordering between PDCP PDUs across different DRBs.
3 Discussion on LS reply from SA2
In [10] SA2 responds to LS on UE Power Saving for XR and Media Services (R1-2205531/S2-2208105) and LS on XR-awareness in RAN (R2-2209215/S2-2208144) with the overall description:
	SA2 would like to thank RAN1’s LS reply (R1-2205531/S2-2208105) on UE power saving for XR and media services. So far, SA2 has started to evaluate and conclude solutions for key issues for the study of XR and Media Services and has reached conclusions in chapter 8 of TR 23.700-60. SA2 would like to coordinate with RAN WGs about the following aspects:
· In KI#3 (Network exposure), SA2 has been studying what information is useful for the purpose of enablement of rate adaptation at application and how that can be exposed by 5GS to the server and agreed the conclusions in TR 23.700-60 clause 8 (see pCR S2-2209977 and S2-2209978). The purpose of rate adaptation is to reduce the influx of data to keep the buffer/queue length level low which gives low latency.
Two variants of L4S marking are considered: (1) L4S marking in the NG-RAN node and (2) L4S marking by the PSA UPF based on information provided by NG-RAN. SA2 would like to ask RAN2 and RAN3 feedback on the following questions:
· Q1: whether it is feasible for RAN to estimate congestion information per QoS flow, per DRB in downlink and uplink directions.
· Q2: whether it is feasible for RAN to estimate congestion information per QoS flow in UL, per DRB in UL without UE impacts. 
· 
· In KI#4&5 (PDU Set based QoS framework), SA2 has been discussing the extension of the 5GS QoS framework to support the efficient handling of PDU Set, mainly including PDU Set identification and PDU Set level QoS. SA2 has agreed to send to the gNB the information captured in TR 23.700-60 clause 8 (see agreed pCR S2-2209938).

· In KI#8 (Power Saving), as to RAN1’s LS reply (R1-2205531/S2-2208105), SA2 notes that RAN1 indicates that it may be helpful for the core network to provide RAN with the following pieces of information: PDU set periodicity and start time, PDU set end indication, PDU set level QoS parameters, PDU set size (number of bits) or number of PDUs in a PDU set, PDU set identity and relationship information among PDUs within the same PDU set, and Jitter information. SA2 would like to inform RAN1 that relying on above listed PDU Set information alone may not result in an optimal CDRX configuration, since a data burst may include one or multiple PDU Sets. As a result, e.g. a PDU set end indication may or may not mark the end of a Data Burst. (See agreed pCR S2-2209939) 




4.x Response to Q1 and Q2
Q1: It is feasible for RAN to do congestion estimation in the form of traffic latency estimation per DRB, and per QoS flow if there is a 1-to-1 mapping between QoS flow and DRB, since it has a number of tools for doing such evaluations. This includes, but are not limited to, keeping track of the development of the buffer levels, available network resources, data rates experienced, channel quality variations and more. This is possible both in UL and DL since the RAN scheduler can use similar knowledge in scheduling decisions to handle latency for both directions. 
Q2: It is possible in UL to do congestion estimation in the form of traffic latency estimation per DRB, and per QoS flow if there is a 1-to-1 mapping between QoS flow and DRB, without UE impacts since RAN already has the existing means for acquiring the information needed. 

4.x Analysis of KI#4&5 and KI#8
The SA2 conclusions in [4] capture much needed information useful for enhancement in RAN. An analysis of each parameter is given below 
A PDU Set Error Rate (PSER) will allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access) 
PDU Set Delay budget (PSDB) could be used to determine feasibility of scheduling the entire PDU set within the delay budget, if not feasible the PDU Set may be eligible for an early discard, which may save radio resources for other users in the cell. 
PDU set integrated indication can indicate whether PDU Set are present on the given QoS flow and consequently whether PDU Set handling applies, e.g whether PDU Set dropping solutions can be enabled. 
Burst periodicity: As discussed in section 2, RAN solutions will be limited by the flavor of the video encoding scheme used to generate the data bursts. That being said, traffic information about different periodicities within a single or multiple QoS Flows is considered being required to be provided to NG-RAN for CDRX configuration. In addition, XR traffic is expected to be dynamic and adaptive, changes to the traffic periodicity may happen, hence updating the periodicity upon changes is also required for optimal CDRX setting.
Jitter information per periodic flow can be useful to configure CDRX to match the traffic flow.
A PDU set identifier, for example a PDU Set SN will be used to identify the PDU Set in RAN for PDU Set scheduling. 
Start PDU and End PDU of PDU Set: it is unclear what the usefulness of “Start PDU indication” is, for identifying the PDU Set we propose a PDU Set SN. The same is true for “End PDU indication” as stated by the LS; “data burst may include one or multiple PDU Sets. As a result, e.g. a PDU set end indication may or may not mark the end of a Data Burst”. Furthermore an “PDU Set end indication” may also be unreliable as IP packets may arrive out of order to the 5GS. 
PDU Sequence Number (SN) within PDU Set: It has been argued that this information can be used to 1) identify the PDU belonging to the PDU set in RAN. 2) Detect missing PDU within PDU set. 3) Ensure in-order delivery of PDUs within the PDU Set. For 1) We argue a PDU Set Sequence number i.e. the same SN carried on each PDU in the PDU Set can be used to identify the PDU Set in RAN. For 3) we argue in section 2.1.3 that re-ordering PDUs should be left to application layer to handle, any re-ordering will likely increase the overall delay of the XR service. 2) when it comes to detecting missing PDU’s for example to drop the remainder of the PDU Set in the case all PDU are necessary at the application layer, the same can be achieved by including the PDU Set size, furthermore in [8] we observe that dropping based on detecting a lost PDU doesn’t improve capacity. In summary the PDU Set SN within PDU Set is not necessary instead we propose a PDU Set SN to be enough information to identify the PDU Set in RAN. 
With PDU Set Size provided up-front, i.e on the first PDU of the PDU set, the RAN can determine the feasibility of scheduling the entire PDU Set within the delay requirement set by the PSDB. In our preference such information should be provided as number of bytes in the PDU Set for more accurate scheduling decision.  
PDU set importance information can be used to differentiate and prioritize PDU Sets types (eg. I-frame, P-frame). For example, different PDU Set types can be assigned to different DRBs for differentiated treatment. In our view PDU Set type differentiation on a video frame level is not useful. As discussed in our companion paper [9] and section above prioritization in any other way than order of arrival will likely increase the delay of the XR service resulting in lower capacity. 
End of Burst Indication (EOBI) can be used to put UE into an early sleep mode in the DRX cycle. In our view an EOBI is not necessary. The “End of Burst” may be detected by existing means, for example, the indication may be implicit in the padding bits attached on the last TB of the burst. Furthermore, we question the reliability of this indication. If the EOBI does not arrive on the last PDU of the burst i.e. it arrives out-of-order, the EOBI may send the UE to sleep mode while there is still data in the burst left to be sent. The RAN scheduler would then have to wait for the next DRX cycle to schedule the remaining PDU’s in the burst thus adding significant latency.
In conclusion the following QoS parameters/ assistance information are recommended for RAN2 and SA2 to consider
· PDU Set size (number of byes)
· PDU Set identifier (PDU Set Sequence number)
· PDU Set Delay budget
· PDU Set Error Rate
· Traffic information about different periodicities within a single or multiple QoS flows and information of changes in periodicity
· Jitter information about different traffic flow within a single or multiple QoS flows
· PDU Set integrated handling indication
The following information is not useful for RAN to consider
· Start PDU and End PDU
· PDU SN within PDU Set
· End of Burst Indication 
· PDU set importance
[bookmark: _Toc118408586]RAN2 considers above discussion in a reply LS to SA2

4 Conclusion
In the previous sections we made the following observations: 
Observation 1	Video encoders can generate frame data in different fashions but only the one that make it possible for the whole frame to be mapped to one PDU Set enables good RAN solutions
Observation 2	Data from all XR traffic flows can be mapped to PDU Sets
Observation 3	XR traffic flows with different requirement can be mapped to different QFI/5QI
Observation 4	It is left to implementation how RAN maps different QFI to different DRBs
Observation 5	If PDU Set where prioritised in any other way than the order of arrival, out of order PDU set’s is a likely outcome
Observation 6	Specifying new functionality to buffer PDU Sets before delivery to application layer/transport network in UE/gNB to ensure in-order delivery will likely undo any effect prioritisation may have had to begin with and increase the overall delay of the XR service.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 focus on solutions when a frame is mapped to a single PDU Set
Proposal 2	RAN2 should consider the following dynamic PDU Set information useful
	PDU Set Sequence Number and association of IP packets to a given PDU set
	PDU Set size (number of bytes in PDU Set)
Proposal 3	RAN2 should consider the following (semi-) static information useful
	Traffic flow periodicity
	Jitter statistics e.g., distribution, range
	PDU Set Delay Budget
Proposal 4	Inform RAN3/SA2 about the application information useful for RAN2 solutions.
Proposal 5	PDU Set application information/awareness should be available in the UE and the NW to enable UL PDU Set handling
Proposal 6	Further enhancement in existing QFI-to-DRB mapping are not needed for PDU set level QoS support
Proposal 7	Capture TP in Annex 1 about Dynamic and Static application information in TR 38.835 Section 5.1 XR-awareness
Proposal 8	Capture TP in Annex 2 about PDU Set QoS and DRB mapping in TR 38.835
Proposal 9	RAN will not perform re-ordering between PDCP PDUs across different DRBs.
Proposal 10	RAN2 considers above discussion in a reply LS to SA2

5 References
[bookmark: _Ref174151459][bookmark: _Ref189809556]RP-213587, “Study on XR Enhancements for NR”, Nokia, RAN#94e, December 2021.
[bookmark: _Ref115082585]“R2-2208677, “Discussion on XR awareness”, Ericsson, RAN2#119-e, August 2022
[bookmark: _Ref97293467][bookmark: _Ref101861774]3GPP TR 38.838, “Study on XR (Extended Reality) Evaluations for NR (Release 17)”, V17.0.0, Dec. 2021.
[bookmark: _Ref115082814][bookmark: _Ref110578382]3GPP TR 23.700-60-120, “Study on XR (Extended Reality) and media services (Release 18)” Oct.
[bookmark: _Ref110332399][bookmark: _Ref110578563]R2-2208676, “Discussion on capacity enhancements for XR”, Ericsson, RAN2#119-e, August 2022
[bookmark: _Ref110332406][bookmark: _Ref110578574]R2-2212886 “Discussion on DRX enhancements”, Ericsson, RAN2#120, Toulouse, August 2022
[bookmark: _Ref115166197]“R1-2205917 “Discussion on capacity enhancements for XR”, Ericsson, RAN1#110-e, August 2022
[bookmark: _Ref118406103][bookmark: _Ref115097282]R2-2212887, “Discussion on PDU Discard”, Ericsson, RAN2#120 Toulouse, November 2022
[bookmark: _Ref118406113]R2-2212888, “Discussion on PDU Prioritization”, RAN2#120 Toulouse, November 2022
[bookmark: _Ref117894400]S2-2209979, “LS on XR and Media Services”, SA WG2 Meeting #153e, 2022-10.




Annex 1
5.1.X XR Awareness
Two types of application information are needed in RAN to enable enhancements for XR services. Dynamic and (semi-)Static. Dynamic information is received on a per IP packet/PDU Set basis. (Semi-)static information on the other hand can be considered as QoS parameters or assistance information that is configured once or infrequently updated.
The following dynamic application information is necessary in RAN
· PDU Set Sequence Number and association of IP packets to a given PDU set
· PDU Set size (number of bytes)
The following (semi-)static information is necessary in RAN
· Traffic flow periodicity and changes in traffic flow periodicity
· Jitter statistics, e.g. jitter range
· PDU Set Delay Budget
With PDU Set Sequence Number (same SN) carried on every IP packet/PDU within the PDU Set, the RAN/UE can identify/associate the IP packets/PDUs belonging to the PDU Set.
With PDU set size (number of bytes) information received up-front i.e. on the arrival of the first PDU of the PDU set in the DL, the RAN scheduler can, combined with the remaining PDU Set Delay Budget, determine the feasibility of scheduling the entire PDU Set within the delay requirement. If the scheduler determines that the PDU Set cannot be scheduled within the delay requirement the scheduler can decide to drop the PDU Set early i.e. before the delivery deadline thus saving resources and increasing capacity.
The PDU Set Delay Budget will assist the RAN to understand the delay requirement associated to each PDU Set. 
For saving more UE power, the PDU Set Size can be used jointly with the PDU Set Sequence Number to identify the end of the PDU Sets. This helps the RAN to decide when the traffic in the current DRX cycle has been transmitted and send a subsequent PDCCH skipping indication to save power until the next DRX cycle.
In the UE, PDU Set size and PDU Set Delay Budget, jointly with PDU Set SN can be used to enable enhancement to the BSR, e.g. including information of the remaining PDU Set Delay Budget of the PDU Sets currently in the buffer can enable a ‘delay aware scheduler’. 
For power saving, knowledge of the traffic flow periodicity and jitter range can be used enable CDRX enhancements, e.g. to align DRX cycles with traffic pattern. 
Annex 2
5.1.X QoS Handling
Current QoS framework includes various parameters that can be associated with traffic flows for differentiated treatment in RAN. Such framework can be re-used for XR-services with the extension of PDU Set granularity together with PDU Set specific parameters. With such framework available, it is left to application to determine/identify the traffic flows and their requirements, signal them to 5GS/RAN and encapsulate IP packets into PDU Sets. Traffic flows will be mapped to separate QFI/5QI. It is left to implementation to choose how these QFI map to different DRB to fulfill the requirements. 
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