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1.	Introduction
This document discusses how PDU sets can be mapped to DRBs and how the LCH configuration works. In 119bis-e meeting, mapping between types of PDU sets and QoS flows and mapping between QoS flows and DRBs were discussed and four mapping alternatives, which are notated as 111 (model 1a), NN1 (1b), N11 (2a) and N1N (2b), were considered. Logical channel configuration for each mapping case is FFS. The related agreements in R2-119bis-e meeting are as follows.
	…
1: From RAN2 viewpoint, the following information would be useful for PDU set handling in UL and DL:
Semi-static information (from CN to RAN): At least PSER and PSDB. 
Dynamic information: At least identifying which PDU belongs to which data burst/PDU set is also needed, including means to determine at least PDU set boundaries.
…
Capture the models 1a/b, 2a/b in TR and indicate what is possible in current specifications and how. FFS how LCH options work in each case
…
1. 	SDAP maps each data packet in a PDU set to a single PDCP SDU, as in legacy (i.e. each PDU is only mapped to a single SDU).
3.	HARQ and RLC re-/transmissions for XR traffic are done as in legacy (i.e. they are not based on XR PDU sets). 
…



[bookmark: _GoBack]2.	Discussion
The following figure for mapping alternatives is captured from Figure 5.1.2-1 in TR 38.835. If one-to-one mapping between types of PDU sets and QoS flows is used, Alternative 111 (model 1a) and Alternative NN1 (model 1b) can be considered. On the other hand, if multiple PDU sets are allowed to be multiplexed in a single QoS flow, Alternative N11 (model 2a) and Alternative N1N (model 2b) may be considered.
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Figure 1: Mapping Alternatives
Alternative 111 is the simplest option and the current specification can already support this option. However, considering that one XR service can have multiple streams and one streams may generate multiple PDU sets, this Alternative should require many DRBs to support only one XR service and the current maximum number of DRB should be insufficient. This means that the number of ongoing XR service should be limited by Alternative 111. Thus, we think that Alternative 111 can be supported, but Alternative 111 only is not sufficient and other options would be considered together.
Observation 1. Alternative 111 (model 1a) may suffer from shortage of DRBs when the number of XR services increases.
Proposal 1.  Consider Alternative 111 (model 1a) as baseline, and allow other Alternatives to resolve DRB shortage problem.
Other than Alternative 111, there are three Alternatives on the table, i.e. Alternatives NN1, N11, and N1N. In the below, we discuss details of each Alternatives to decide whether all the Alternatives need to be supported.
For Alternative N1N, this structure is not supported by the current specification because one-to-many mapping between QoS flows and DRBs are not allowed. It requires new mechanisms at the SDAP entity to demultiplex PDU sets from the same QoS flow onto multiple DRBs. For example, the SDAP entity should perform packet inspection to differentiate PDU set from one QoS flow and then distribute it to the corresponding DRB. Also, the SDAP entity needs to reorder packets from multiple DRBs to deliver them to upper layers in-order. Given that the PDCP entity already does packet inspection for header compression and re-ordering function, we are not sure the SDAP entity should have these duplicated functions for XR service. Rather, this duplicated functions at the SDAP entity should be another big burden to support multiple XR services simultaneously from UE processing power perspective. In addition, the Alternative N1N may have same limitation as the Alternative 111 because this option also need one DRB to be mapped to one PDU set as shown above figure. Thus, considering explained concerns and huge spec impact, we doubt whether Alternative N1N is useful to support XR service.
Observation 2. Alternative N1N (model 2b) may require unnecessary duplicated functions at the SDAP entity which needs huge spec impact. 
Observation 3. Alternative N1N (model 2b) may suffer from shortage of DRBs when the number of XR services increases, similar to Alternative 111 (model 1a).
Proposal 2. Alternative N1N (model 2b) is not supported.
For Alternative NN1 and Alternative N11, multiple types of PDU Sets/QoS flows are mapped to a single DRB, and thus they are free of DRB shortage problem. The difference between them is where the multiplexing is performed. In Alternative NN1, types of PDU sets are mapped to separate QoS flows, and then the QoS flows are multiplexed onto a single DRB. On the other hand, in Alternative N11, types of PDU sets are multiplexed onto a single QoS flow, and then the QoS flow is mapped to a single DRB. SA2 is still discussing whether to allow multiplexing types of PDU sets on to a single QoS flow or not. When SA2 reaches a conclusion, it can be decided which one of Alternative NN1, Alternative N11, or both is supported based on SA2’s decision.
Proposal 3. Whether to support Alternative NN1 (model 1b), or Alternative N11 (model 2a), or both is decided by SA2.

If SA2 decides that any of Alternative NN1 and N11 is supported, RAN2 should discuss whether to support different PDU Set based QoS handling within a single DRB. This is under the RAN2 scope.
In the current specification, all packets within a single DRB are treated with same QoS. There is no special handling for specific packets. But, if different PDU Sets can be multiplexed onto a single DRB, the current QoS handling per DRB is not sufficient for XR. To better support for each PDU Set in a single DRB, we think QoS handling per type of PDU Set within a single DRB is needed. 
Proposal 4. If SA2 decides that different PDU Sets can be multiplexed onto a single DRB, RAN2 should consider QoS handling per type of PDU Set within a single DRB.

If Proposal 4 is agreed, we think there are two options to support QoS handling per PDU Set within a single DRB. Possible options are shown in Figure 2.


Figure 2: Options for QoS handling per PDU Set within a single DRB

Option 1 is that a PDCP entity splits PDUs to different RLC entities according to types of PDU sets. Different RLC entities and the corresponding logical channels can process PDUs with different RLC modes, different values of RLC parameters, and different values of MAC scheduling parameters. Therefore, QoS differentiation of types of PDU sets can be performed using the existing RLC operation and logical channel handling. For splitting PDUs to different RLC entities based on types of PDU sets, the PDCP entity needs to perform packet inspection of PDCP SDU. However, packet inspection of PDCP SDU is no problem because the current PDCP entity already performs packet inspection for a header compression, and there may be little impact on the specification. Thus, we think Option 1 is a feasible option to support PDU Set based QoS handling.
Observation 4. Splitting PDUs to different RLC entities at PDCP is a feasible option to support QoS handling per PDU Set within a single DRB. The required change like enhancement for packet inspection seems acceptable.
Option 2 is that a PDCP entity delivers PDUs to a single RLC entity. Then, QoS differentiation for PDU sets is performed within the RLC entity. The RLC entity needs to be able to identify the type of PDU set of each RLC SDU. It requires that the RLC entity performs packet inspection, which is not supported in the current RLC specification. Therefore, packet inspection needs to be newly added in the RLC entity. In addition, the RLC entity needs to deliver RLC PDUs to the MAC entity via multiple logical channels, which is not supported in the current RLC specification.
Considering packet inspection in a RLC entity and PDU delivery to multiple logical channels, we think option 2 has considerable spec. impact and it seems less feasible than option 1. 
Observation 5. Delivering PDUs to a single RLC entity at PDCP and performing QoS differentiation within the RLC entity is an option to support QoS handling per PDU Set within a single DRB. But, expected changes such as packet inspection in RLC and PDU delivery to multiple logical channels seem to have considerable spec. impact.
Based on the above-mentioned observations, option 1 seems more feasible than option 2.
Proposal 5. Allow a PDCP entity to split PDUs to different RLC entities according to types of PDU sets for supporting QoS handling per PDU Set within a single DRB if Alternative NN1 (model 1b) or Alternative N11 (model 2a) is supported.

3.	Conclusion
This document discusses PDU set.
Observation 1. Alternative 111 (model 1a) may suffer from shortage of DRBs when the number of XR services increases.
Observation 2. Alternative N1N (model 2b) may require unnecessary duplicated functions at the SDAP entity which needs huge spec impact. 
Observation 3. Alternative N1N (model 2b) may suffer from shortage of DRBs when the number of XR services increases, similar to Alternative 111 (model 1a).
Observation 4. Splitting PDUs to different RLC entities at PDCP is a feasible option to support QoS handling per PDU Set within a single DRB. The required change like enhancement for packet inspection seems acceptable.
Observation 5. Delivering PDUs to a single RLC entity at PDCP and performing QoS differentiation within the RLC entity is an option to support QoS handling per PDU Set within a single DRB. But, expected changes such as packet inspection in RLC and PDU delivery to multiple logical channels seem to have considerable spec. impact.

Proposal 1.  Consider Alternative 111 (model 1a) as baseline, and allow other Alternatives to resolve DRB shortage problem.
Proposal 2. Alternative N1N (model 2b) is not supported.
Proposal 3. Whether to support Alternative NN1 (model 1b), or Alternative N11 (model 2a), or both is decided by SA2.
Proposal 4. If SA2 decides that different PDU Sets can be multiplexed onto a single DRB, RAN2 should consider QoS handling per type of PDU Set within a single DRB.
Proposal 5. Allow a PDCP entity to split PDUs to different RLC entities according to types of PDU sets for supporting QoS handling per PDU Set within a single DRB if Alternative NN1 (model 1b) or Alternative N11 (model 2a) is supported.
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