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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include RAN2-led objectives:
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

This contribution discusses the protocol aspects of an AI/ML framework applied to the NR air interface, specifically the impact on the RAN architecture and protocols. 

AI/ML framework for NR air interface
The 5G industry trends which enable network virtualization and deployment of low-latency/high bandwidth services are also making application of power Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, and processing requirements (including requirements on data aggregation or co-location with different nodes/functions).  

During RAN1#109e, the following agreement was made regarding different AI/ML collaboration approaches: 
[bookmark: OLE_LINK9]Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


Additionally, during RAN1#110bis-e the following agreements were made:
Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

As shown in Figure 1 below, the different collaboration levels can have different aspects on the signaling and protocol impacts of AI/ML approaches applied to air interface use cases:
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Figure 1. Network-UE AI/ML Collaboration Levels

During RAN2#119bis-e the following agreements were made:
Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed
R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

[bookmark: OLE_LINK16]Considering the different architecture options as well, RAN2 should study how the configuration, data collection, and collaboration level required by a given AI/ML use case/approach can be supported by existing Uu signaling and procedures and if any enhancements are needed. 

As noted by the RAN1#110bis-e agreements, the difference between level x and levels y/z is whether explicit LCM functionality is supported between the gNB and UE and the difference between level y and level z is whether model delivery is transparent or explicit (via 3GPP defined signaling). In case model delivery is provided explicitly by 3GPP signaling (e.g., use cases which support collaboration level z), the network should inform UEs whether a model is available for delivery and/or whether it has been updated if provided previously. Depending on the use case and how frequently training information is updated, this model delivery may be very infrequent, or may be updated based network and user conditions which dynamically change necessitating an on-demand mechanism. 

[bookmark: OLE_LINK21]Proposal 1: For AI/ML use case/approaches which support collaboration level z for model delivery, RAN2 should study both periodic (e.g., SIB-based) as well as on-demand (e.g., UE-requested and/or via dedicated signaling) model availability and update information.

In either collaboration level y and collaboration level z, the network should have full ability to manage the activation/deactivation or model selection/fallback if supported for a given use case. While it is expected that applying a machine learning model at either the UE or gNB will result in improved performance, if the network or environmental conditions change quickly or drift beyond the training data of the model sufficiently, this may not be guaranteed. As a result, it is critical for the network to have full visibility into the LCM of the model at the UE/gNB and control of configuring any associated explicit and/or event/condition-based triggers.

Proposal 2: For AI/ML use case/approaches which support collaboration level y and z for LCM procedures, RAN2 should study both network triggered and event/condition-based mechanisms at the gNB and UE for model selection, activation, deactivation, switching, and fallback.
Conclusion
In this contribution, we discussed the general framework of AI/ML applied to the NR air interface. The following proposals were made:

Proposal 1: For AI/ML use case/approaches which support collaboration level z for model delivery, RAN2 should study both periodic (e.g., SIB-based) as well as on-demand (e.g., UE-requested and/or via dedicated signaling) model availability and update information.

Proposal 2: For AI/ML use case/approaches which support collaboration level y and z for LCM procedures, RAN2 should study both network triggered and event/condition-based mechanisms at the gNB and UE for model selection, activation, deactivation, switching, and fallback.
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