[bookmark: _Ref452454252]3GPP TSG-RAN WG2 #120	R2-2212541
Toulouse, France, 14 – 18 November, 2022

Agenda item:		8.16.2 	AIML methods
Title:		Possible framework of AI/ML for air interface
Source:		NEC
Document for:		Discussion and Decision
[bookmark: _GoBack]1. Introduction
In RAN2#119bis-e, there were some progress in high level aspects [1].

	R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.



In this contribution, we discuss some other higher layer aspects with referring to some RAN1 progress [2] and provide our views on a possible framework.
2. Discussion
2.1	RAN1 progress related to higher layer aspects
In the last RAN1 meeting, there were many progress including some agreements related to higher layer aspects, e.g. shown below [2]:
	Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms



Although there are still many FFS, there seems to be some progress in RAN1 for general aspects, which can be the base for discussions on the framework.

2.2	Framework from higher layer point of view
On top of the progress in RAN1, we discuss a framework from system perspective. Firstly, it could be expected that introducing AI/ML for air interface bring some gains in system performance. This is based on the assumption that the components of AI/ML (e.g. model training, model inference operation) would work well and as expected. Otherwise, the system performance could be even degraded. This should be common for both UE side and network side. Having said that, it would be difficult to judge whether those can work appropriately or not by operators, especially for UE side. The network (e.g. based on operator policy, model monitoring) at least needs a mechanism to control whether/how to apply the AI/ML at the UE side.
Observation 1. AI/ML is applied only when necessary at NW side or allowed at UE side.
Observation 2. NW should be able to control whether/how to apply the AI/ML at the UE side in general.

Looking at the latest RAN1 agreements on model selection or (de)activation, some UE autonomous actions/decisions seem to be included as a study. Even for such scenarios, the network has to have a control on whether to allow that or not in the first place. Thus RAN2 should discuss a general framework on network control at first.
Proposal 1: RAN2 to discuss a general framework with respect to the network control for the AI/ML, e.g. target/scope of NW control among AI/ML related functions. 

Next, further details should be also investigated based on RAN1 progress. For example, it is FFS which level of granularity is necessary in the network control. If the granularity can be a per use case or per function/feature, simple configuration may be sufficient. On the other hand, if the granularity should be a part of function/feature in a use case, finer granularity may be necessary.
Proposal 2: RAN2 to discuss details (e.g. granularity) of the network control for each use case during use case specific discussion (upon sufficient RAN1 progress).

Secondly, the assistance information between the UE and the gNB will be necessary as agreed in RAN1. This would help the side performing the AI/ML (e.g. model training, inference). In addition, while the UE is performing the AI/ML which might cause power consumptions, the overheating could happen. In such case, it would be useful for the UE to raise its alarm to the network with a specific cause. In general, these can be achieved by existing UE assistance information delivery. For network assistance information (i.e. assistance information from network to UE), it can be delivered by RRC Reconfiguration (e.g. by a new IE). A possible enhancement can be discussed during the normative work.
Observation 3. Assistance information (e.g., for model selection, activation, deactivation, switching, and fallback) between the UE and the gNB can be delivered by reusing existing mechanisms.

Details of the assistance information will depend on a use case. RAN2 should discuss further once the use case specific discussion is started.
Proposal 3: RAN2 to discuss details of the assistance information for each use case during use case specific discussion (upon sufficient RAN1 progress).

3. Conclusion
In this contribution we discussed the possible framework with referring to RAN1 progress and made the following proposals.
 
Proposal 1: RAN2 to discuss a general framework with respect to the network control for the AI/ML, e.g. target/scope of NW control among AI/ML related functions. 
Proposal 2: RAN2 to discuss details (e.g. granularity) of the network control for each use case during use case specific discussion (upon sufficient RAN1 progress).
Proposal 3: RAN2 to discuss details of the assistance information for each use case during use case specific discussion (upon sufficient RAN1 progress).
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Annex for reference

Agreements on collaboration models (only partially):

	Agreement @ RAN1#109e
[bookmark: _Hlk111760338][bookmark: _Hlk111760337]Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



	Agreement @RAN1#110
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 




Agreements on use case specific aspects (only partially):

	Agreement@RAN1#110
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets. 



	Agreement @RAN1#110
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.




