3GPP RAN WG2 Meeting #120
R2-2212405
Tolouse, France, Nov 14th  – 18th 2022
Agenda Item:
8.16.2
Source:
InterDigital, Inc.
Title:
Discussion on AI/ML model life cycle management 
Document for:
Discussion

1. Introduction
In RAN2#119-bis-e, the RAN2 aspects of AI/ML study for NR air interface were discussed for the first time and the following initial assumptions and agreements were made [1]:

Some initial assumptions/agreements on the work: 

· Assume that RAN2’s work can be somewhat split: A) use-case-centric configuration, signalling and control procedures, B) management of data and AI/ML models (where part of discussion may overlap between use cases).

· Assume that e.g., for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capabilities has a role in this. 

· Chair assumes that we will input on various aspects when the time is right, and e.g. postpone things that obviously need R1 decisions, but there could be some rare exception. 
· R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 

· R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

· R2 assumes that a model is identified by a model ID. Its usage is FFS. 

· General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

In this contribution, we discuss aspects related to model delivery and the usage of the AI/ML model identification.
2. Discussion
2.1. Model Identification
In RAN2#119bis-e, a working assumption was made that AI/ML models were identifiable by a model ID. However, the usage of the model ID and what the model ID signifies were left FFS.

For a given air interface function, there could be several AI/ML models. There could even be several versions for a given AI/ML mode. For example, this could happen during the lifecycle of a given AI/ML model:

· A semi-trained model is provided to the UE (version_0)

· UE trains/fine-tunes the model (version_0.1)

· UE is provided with an updated model (version_1)

· UE trains/fine-tunes the new model (version_1.1)
· UE retrains the old model under different conditions/scenarios (version_0.2)

· Etc.

Observation 1: For a given air interface function, the UE could have one or more AI/ML models.

Observation 2: The UE may maintain several versions of a given AI/ML model (e.g., different levels of training, training at different scenarios/conditions, etc.,)
The model ID could be as simple as an integer (e.g., as in a measurement ID) or it can be a complex field containing detailed information such as UE vendor identification, Network vendor identification, model number, version number, etc. However, it is too early to discuss the details of the model ID format before we have agreed on the details of the LCM and on how the model ID is going to be used. 

Observation 3: For each RAN air interface function, there could be one or more associated AI/ML model(s).

Observation 4: Each AI/ML model can have different versions (e.g., based on training level, training dataset/scenario, model update, etc.,)

Regarding the usage of the model ID, one salient aspect is model performance monitoring. Even if the AI/ML model is UE vendor specific and completely out of the control of the RAN/CN, the network should have the possibility to monitor the performance of the model, and this can be done either implicitly or explicitly:

· Implicit monitoring: The network could track the performance of UEs (as well as system level performance) when UEs are employing a certain AI/ML model for a RAN air interface function, as compared to legacy operation, and identify if the performance is improving or degrading.

· Explicit monitoring: The network (or the UE upon instruction from the network) could compare the output of the AI/ML model with actual values (e.g., predicted/inferred UE position with actual UE position, predicted best beam with actual best beam, etc.,). This could be done in several ways, for example:

· UEs providing the inferred values as well as the actual values (e.g., acquired through legacy mechanisms probably at different times, if the inferred values are predicted values at a future time).
· UE itself comparing the difference between inferred and actual values and providing the accuracy/disparity to the network. 

· UE providing model monitoring metrics, e.g., related to intermediate KPIs.

The network (or the UE, if it was configured by the network to do so) could then use the results of the performance monitoring to decide:

· keep using the activated AI/ML model,

· switch to another AI/ML model (or version of the model) that has shown to lead to better UE/system performance,

· fallback to legacy (i.e., non-AI/ML based) operation for the concerned air interface function.

This is in-line with the agreements in RAN1 #110bis-e [2]:

· Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).

· FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

· Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:

· Monitoring based on inference accuracy, including metrics related to intermediate KPIs

· Monitoring based on system performance, including metrics related to system performance KPIs

· Other monitoring solutions, at least following 2 options.

· Monitoring based on data distribution

· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.

· Output-based: e.g., drift detection of output data

· Monitoring based on applicable condition

· Note: Model monitoring metric calculation may be done at NW or UE

Thus, as a way forward, we propose these high-level proposals regarding the model identification and monitoring:
Proposal 1: A model ID uniquely identifies a given version of an AI/ML model that is available for use at the UE. Exact format/content of the model ID is FFS.

Proposal 2: The model ID is used at least to track which AI/ML model is being used and for subsequent performance monitoring. Details on how the performance monitoring is done (e.g., at the network, UE, etc.,) is FFS.

Proposal 3: The model ID is used to identify a model (or models) during model selection/activation/deactivation/switching or fallback to legacy operations. Whether this is UE or/and network triggered, and associated signalling, are FFS.

2.2. Model Transfer

In RAN2#119bis-e, a working assumption was made that AI/ML models can be transferred via UP or CP, depending on the use case.

Several factors impact the mechanism to be used for the model transfer or meta data associated with the model, such as:

· data size: if the size of the model or meta data associated with the model to be transmitted is small, CP, even using SRB1 or SRB2, is feasible (either in native RRC or an RRC encapsulating a NAS message). When the data size is big, a UP solution via a DRB can be more suitable. A CP solution that allows big size transmission (e.g., using SRB4 or new SRB that allows message segmentation) could also be used.
· Termination node/function: if the data is to be exchanged between the gNB and UE, the transfer could be done via RRC or a DRB. On the other hand, if the end points are the UE and a CN entity, NAS or DRB could be used. For the case where the exchange is between the UE and an entity/node outside the RAN/CN, such as an OTT server, the transfer could be done via a specific DRB or completely transparent to the RAN without any spec impact.

· Timeline: if there is a tight deadline for the data transfer, an SRB or a high priority DRB could be used. If that is not the case, any radio bearer could be used to perform the data transfer.

· Model format: The format of the model (e.g., 3GPP format, non-3GPP format, executable image, etc.,) could impact the method to be used for model transfer or how the model is encoded during the model transfer.
Observation 5: Model transfer can be done via CP or UP, depending on several aspects such as the data size to be transmitted, the type of data, the termination node/function, timeline, and model format.

Considering the above, we propose:

Proposal 4: RAN2 to discuss mechanisms to transfer AI/ML model and related information (such as meta data, model parameters, etc.,) using CP and UP, as each mechanism could be suitable for different scenarios/use-cases. 

3. Conclusion
In this contribution, the issues of AI/ML model identification, performance monitoring and model transfer were discussed, and it was observed that:

Observation 1: For a given air interface function, the UE could have one or more AI/ML models.

Observation 2: The UE may maintain several versions of a given AI/ML model (e.g., different levels of training, training at different scenarios/conditions, etc.,)

Observation 3: For each RAN air interface function, there could be one or more associated AI/ML model(s).

Observation 4: Each AI/ML model can have different versions (e.g., based on training level, training dataset/scenario, model update, etc.,)

Observation 5: Model transfer can be done via CP or UP, depending on several aspects such as the data size to be transmitted, the type of data, the termination node/function, timeline, and model format.

Based on these observations, the following proposals are made:

Proposal 1: A model ID uniquely identifies a given version of an AI/ML model that is available for use at the UE. Exact format/content of the model ID is FFS.

Proposal 2: The model ID is used at least to track which AI/ML model is being used and for subsequent performance monitoring. Details on how the performance monitoring is done (e.g., at the network, UE, etc.,) is FFS.

Proposal 3: The model ID is used to identify a model (or models) during model selection/activation/deactivation/switching or fallback to legacy operations. Whether this is UE or/and network triggered, and associated signalling, are FFS.

Proposal 4: RAN2 to discuss mechanisms to transfer AI/ML model and related information (such as meta data, model parameters, etc.,) using CP and UP, as each mechanism could be suitable for different scenarios/use-cases. 
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